
This article was downloaded by: [153.185.48.167]
On: 14 February 2015, At: 14:52
Publisher: Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

Click for updates

Molecular Physics: An International Journal at the
Interface Between Chemistry and Physics
Publication details, including instructions for authors and subscription information:
http://www.tandfonline.com/loi/tmph20

Electronic excitation spectra of doublet anion radicals
of cyanobenzene and nitrobenzene derivatives: SAC-CI
theoretical studies†

Hiroyuki Nakashimaa, Yasushi Hondaa, Tadamasa Shidab & Hiroshi Nakatsujia
a Quantum Chemistry Research Institute (QCRI), JST-CREST, Kyoto, Japan
b Department of Chemistry, Faculty of Science, Kyoto University, Kyoto, Japan
Published online: 11 Feb 2015.

To cite this article: Hiroyuki Nakashima, Yasushi Honda, Tadamasa Shida & Hiroshi Nakatsuji (2015): Electronic excitation
spectra of doublet anion radicals of cyanobenzene and nitrobenzene derivatives: SAC-CI theoretical studies†, Molecular
Physics: An International Journal at the Interface Between Chemistry and Physics, DOI: 10.1080/00268976.2015.1008064

To link to this article:  http://dx.doi.org/10.1080/00268976.2015.1008064

PLEASE SCROLL DOWN FOR ARTICLE

Taylor & Francis makes every effort to ensure the accuracy of all the information (the “Content”) contained
in the publications on our platform. However, Taylor & Francis, our agents, and our licensors make no
representations or warranties whatsoever as to the accuracy, completeness, or suitability for any purpose of the
Content. Any opinions and views expressed in this publication are the opinions and views of the authors, and
are not the views of or endorsed by Taylor & Francis. The accuracy of the Content should not be relied upon and
should be independently verified with primary sources of information. Taylor and Francis shall not be liable for
any losses, actions, claims, proceedings, demands, costs, expenses, damages, and other liabilities whatsoever
or howsoever caused arising directly or indirectly in connection with, in relation to or arising out of the use of
the Content.

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any
form to anyone is expressly forbidden. Terms & Conditions of access and use can be found at http://
www.tandfonline.com/page/terms-and-conditions

http://crossmark.crossref.org/dialog/?doi=10.1080/00268976.2015.1008064&domain=pdf&date_stamp=2015-02-11
http://www.tandfonline.com/loi/tmph20
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/00268976.2015.1008064
http://dx.doi.org/10.1080/00268976.2015.1008064
http://www.tandfonline.com/page/terms-and-conditions
http://www.tandfonline.com/page/terms-and-conditions


Molecular Physics, 2015
http://dx.doi.org/10.1080/00268976.2015.1008064

RESEARCH ARTICLE

Electronic excitation spectra of doublet anion radicals of cyanobenzene and nitrobenzene
derivatives: SAC-CI theoretical studies†

Hiroyuki Nakashimaa, Yasushi Hondaa,‡ , Tadamasa Shidab and Hiroshi Nakatsujia,∗

aQuantum Chemistry Research Institute (QCRI), JST-CREST, Kyoto, Japan; bDepartment of Chemistry, Faculty of Science,
Kyoto University, Kyoto, Japan

(Received 30 November 2014; accepted 10 January 2015)

Electronic ground and excited states of anion radicals of cyanobenzene derivatives: 1,3,5-tricyanobenzene, 1,2,4,5-
tetracyanobenzene, and tetracyanoquinodimethane (TCNQ) and nitrobenzene derivatives: nitrobenzene, p-nitroaniline,
m-nitroaniline, and o-nitroaniline were theoretically investigated by the symmetry adapted cluster-configuration interac-
tion (SAC-CI) method, which is able to produce accurate theoretical electronic excitation spectra even for radical doublet
states. For all the target molecules, the present calculations reproduced the positive electron affinities, which were mostly
in good agreement with the experimental values, and their features, especially for TCNQ, were characterised by singly
occupied molecular orbitals as well as the number of the electron-withdrawing terminal groups. The excitation energies
and their oscillator strengths by the SAC-CI method were also in good agreement with the corresponding experimental
UV/VIS/NIR spectra observed by one of the authors and other experimental evidences. Except for TCNQ, the present
theoretical calculations were successful to first predict the existences of the forbidden (or very low intense) pure valence
excited states in near-infrared region. The physical natures of the observed intense spectral bands were clarified and some
new assignments to their electronic states were provided. By extending the present work, photo-related molecular designs of
new functional electron acceptors may be challenged.

Keywords: excitation spectrum; anion radical; SAC-CI method; cyanobenzene derivative; nitrobenzene derivative

1. Introduction

Charge-transfer (CT) characters of organic molecular ma-
terials have been extensively studied due to their wide-
range importance for the molecular technologies such as
conductive properties (even superconductivity), molecu-
lar memory and switching, photo-induced phase transition,
and fluorescence probes in biological phenomena [1–9].
Such CT materials are mostly characterised by the an-
ion radicals of the electron acceptor molecules. In par-
ticular, tetracyanoethylene (TCNE) and tetracyanoquin-
odimethane (TCNQ) are well known as excellent elec-
tron acceptors and have been widely studied [2–8,10–
18] because both molecules have extremely large positive
electron affinities and are easily converted into stable an-
ion radicals [8,12–18]. Furthermore, TCNQ forms unique
solid states with remarkably low electrical resistance [4,8]
and a photo-induced phase transition in tetrathiafulvalene
(TTF)-TCNQ crystals is also well known [5]. Recently,
we have proposed an interesting phase-transition mecha-
nism as an alternative to the so-called ‘domino’ mecha-
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nism for its model crystal TTF-TCNE [19]. In addition to
the above molecules, 1,3,5-tricyanobenzene (CN3B) and
1,2,4,5-tetracyanobenzene (CN4B) also have large positive
electron affinities [12,13,20] and are often associated with
electron acceptors. For example, CN4B has been used as an
acceptor moiety of CT complexes with 9-methylanthracene
for optically anisotropic fluorescent probes [9]. In contrast,
the nitro group has a strong electron-withdrawing nature
originating from the inductive and resonance effects. The
compounds including nitro group, therefore, can also be
good candidates for new functional electron acceptors.

In spite of the aforementioned importance, however,
the excited states of their anion radicals have not been as
thoroughly studied as those of neutral molecules in both
experimental and theoretical studies due to their difficult
treatments by the instabilities. In gas phase experiments, the
electronic structures of anion radicals can be probed with
electron transmission spectroscopy (ETS) [21]. However,
ETS cannot provide the correct physical assignments to ei-
ther the states lower than the electron detachment threshold

C© 2015 Taylor & Francis
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or to the states corresponding to the single electron excita-
tion from a doubly occupied molecular orbital to a singly oc-
cupied molecular orbital (SOMO). The latter states, which
are later assigned to Type II, are associated with a two-
electron process from the closed-shell neutral ground state
and are called non-Koopmans’s states. These states are non-
negligible, and rather, are often dominantly important be-
cause the actual excitations are only one-electron processes
from the open-shell anion ground states. Furthermore, the
Koopmans’s and non-Koopmans’s configurations can inter-
act with each other if they belong to the same symmetry.
For instance, Zahradnik and Carsky pointed out the im-
portance of the interaction between the lowest two excited
configurations: SOMO-1 to SOMO and SOMO to the low-
est unoccupied molecular orbital (LUMO) for an accurate
description of the electronic structures for linear conjugated
polyene radical ions [22]. This phenomenon is ubiquitous
in x-ray photoelectron spectroscopy (XPS), and one can
observe weak bands (so-called ‘shake-up satellites’) next
to the main peaks that correspond to the direct electron
photodetachments from the inner-shell regions. In the ex-
citation spectra, this phenomenon makes the band assign-
ments difficult and therefore, reliable theoretical tools are
required.

On the other hand, one of the authors (T.S.)
has developed an experimental method to observe
ultraviolet/visible/near-infrared (UV/VIS/NIR) absorption
spectra of cation and anion radicals in a transparent
glassy solution, where 2-methyltetrahydrofuran (MTHF)
was mainly used to stabilise anion radicals [23]. This tech-
nique has been applied to the observations of the absorption
spectra for hundreds of radical cations and anions since the
1970s. Some spectral data has been interpreted by theo-
retical analysis using the self-consistent field configuration
interaction (SCF-CI) procedure on the basis of Pariser-Parr-
Pople (PPP) type approximation about 40 years ago [24–
27]. However, only limited numbers of the electronic states
were targeted in these theoretical studies, and the accuracy
of the calculations was not always satisfactory in view of
the recent advances in quantum chemistry.

To perform more reliable theoretical investigations, the
symmetry adapted cluster-configuration interaction (SAC-
CI) method [28–30] is useful, since it is able to produce
accurate theoretical results not only for the ground and or-
dinary excited states, but also for the ionised and electron-
attached states of molecules. Since this method was pro-
posed in 1978, it has been applied to various systems from
typical organic materials to metal organic compounds, bi-
ological compounds, and surface chemistry [19,31–42].
Whereas most of quantum chemistry methods are not good
at accurately describing the excited states of radical species,
the SAC-CI method was easily and successfully applied
to the excitation spectra of several doublet cation and an-
ion radicals, e.g. benzoquinones [43,44], cyanoethylene
and cyanobenzene compounds [45], and unsaturated hy-

Figure 1. Target anion radicals in the present study.

drocarbons [46]. In the present study, we further system-
atically investigate the ground and excited states for the
anion radicals of the several aforementioned cyanobenzene
and nitrobenzene derivatives using the SAC-CI method:
1,3,5-tricyanobenzene (CN3B), 1,2,4,5-tetracyanobenzene
(CN4B), tetracyanoquinodimethane (TCNQ), nitrobenzene
(NB), p-nitroaniline (pNA), m-nitroaniline (mNA), and o-
nitroaniline (oNA), and Figure 1 shows their chemical struc-
tures. Connecting the present reliable theoretical results
with the corresponding experimental observations would
advance our understanding and help to produce further
innovations for novel electron acceptors in organic CT
materials.

2. Computational method

All the present calculations were carried out using Gaussian
09 program packages [47] where the SAC-CI method is
implemented. The molecular geometries of the target anion
radicals were optimised by UB3LYP using the D95(d,p)
basis set [48] plus Dunning’s diffuse anion basis [49] for
the carbon, nitrogen, and oxygen atoms. We also optimised
the geometries of their neutral molecules to evaluate the
vertical and adiabatic electron affinities.
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Molecular Physics 3

To calculate electronic structures for the anion ground
and excited states, we used the SAC-CI singles and doubles
(SD-R) method, in which one- and two-electron excitation
operators were considered as linked operators in the coupled
cluster expansion. For the evaluations of electron affinities,
the basis set: D95(d,p) + Dunning’s diffuse [1s1p] were
used. For the theoretical spectra of the anion excited states,
D95(d,p) + diffuse [3s3p] (α(C) = 0.034, 0.051, 0.068,
α(N) = 0.048, 0.072, 0.096, and α(O) = 0.059, 0.0885,
0.118) were employed. The dependency of the basis sets
for the anion excited states was extensively investigated in
our previous study [45] and we concluded the triple dif-
fuse functions listed above were significant for accurately
describing the excitation spectra of the present anion rad-
icals [45,46]. The 1s orbitals of the carbon, nitrogen, and
oxygen atoms were treated as frozen orbitals and excluded
from the SAC-CI active space. As reference orbitals for
the SAC wave function, we employed the restricted open-
shell Hartree-Fock (ROHF) orbitals. Although the restricted
Hartree-Fock (RHF) orbitals can be considered as an al-
ternative choice, no significant difference produces in the
choice of them according to our previous study [45]. For
the linked operators, all of the single excitation operators
were employed, and the double excitation operators were
selected by the perturbation selection technique [50,51],
where the selection threshold: ‘LevelThree’ (λg = 1 ×
10−6 and λe = 1 × 10−7) was employed. The perturbation
selection can drastically save the computational costs of
the SAC-CI calculations for large molecules. We have also
examined the adequacy of this threshold with several small
anion radicals in our previous study [45] by comparing with
the case where all the linked operators are used, and con-
cluded ‘LevelThree’ is enough. All the unlinked operators
were included by the direct algorithm [52] with the key-
word ‘Direct.’ We also employed the group-sum (GSUM)
method in the calculation of adiabatic electron affinities to
compare the total energies from the different geometries on
the perturbation selection technique [45,51,53].

3. Classification of the excited states
of anion radicals

To facilitate interpretation of the excited state characters
of doublet anion radicals, it is worth to classify the excited
states into three excitation types, referred to as Type I, II, and
III [43–46], which also correspond to two resonance mech-
anisms (shape and Feshbach resonances) [54–56]. These
electronic configurations are summarised in Figure 2, where
M represents a target molecule and M, M−, M2−, and M−∗

represent the ground state of neutral molecule, the ground
state of anion, the ground state of dianion, and the excited
state of anion, respectively.

The main configuration of Type I is represented by an
electron promotion from the SOMO to a higher unoccupied
orbital. In neutral molecules, since there is no additional

Figure 2. Three-type excitations in the anion radicals. M stands
for the target molecule. M, M−, M2−, and M−∗ represent the
ground state of neutral molecule, the ground state of anion, the
ground state of dianion, and the excited state of anion, respectively.
White circles represent electrons on the molecular orbitals for
target electronic states: the closed-shell neutral and dianion ground
(SAC) states, the anion ground (gr.) states, and the anion excited
(ex1, ex2, ex1′, ex2′, . . .) states.

electron in SOMO, the corresponding excited states to
Type I do not exist. Type I excitations, therefore, are specific
for anions. Such states can be described as one-electron
attachment to neutral molecules. In the SAC-CI method,
these states can be evaluated as one-electron process by
the keyword ‘AnionDoublet’ from the closed-shell ground
(SAC) state of neutral molecule. The Type I states include
not only the excited states with valence characters but also
a lot of diffuse and/or Rydberg states. Although we are
mainly interested in the valence excited states, diffuse basis
functions cannot be negligible [45] to correctly describe the
valence-Rydberg state separations [57].

The main configuration of Type II is represented by an
electron promotion from a doubly occupied orbital to the
SOMO. In contrast to the Type I case, the corresponding
excitations to Type II exist in neutral molecules. Such states
can be described as one-electron detachment from dianion.
In the SAC-CI method, these states can be also evaluated
as one-electron process by the keyword ‘CationDoublet’
from the closed-shell ground (SAC) state of dianion. In
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4 H. Nakashima et al.

contrast to Type I, all the Type II excited states have valence
characters since an electron motion always occur among
valence orbitals. Diffuse basis functions, therefore, are not
very significant, compared to the case of Type I.

Type III is mainly represented by an electron pro-
motion from a doubly occupied orbital to an unoccu-
pied orbital beyond the SOMO. Thus, Type III cannot
be expressed by any one-electron process from closed-
shell configuration. Whereas the Type I and II excited
states can be easily calculated by the SAC-CI SD-R
method with the aforementioned keywords, the SAC-CI
general-R method [58,59] is required for the accurate
calculations of Type III. However, the Type III excited
states are expected to have higher excitation energies than
the energy region where we are interested (<∼5 eV),
and we considered only the Type I and II excited states
with the SAC-CI SD-R method in the present work.

When the excited states of anion radicals lie above its
electron detachment threshold or the energies of neutral
molecule, they are observed as resonance states with finite
lifetimes (femto second and pico second scale, in general).
As seen from Figure 2, since the detachment from a Type
I excited state gives the ground state of neutral molecule,
the Type I excited states above the detachment threshold
induce a shape resonance character. On the other hand, the
detachment from a Type II state produce an excited state of
neutral molecule and it induces a Feshbach resonance [45].

4. Optimised geometries of the target anion radicals
and their neutral states

First, we performed the geometry optimisations for the
ground states of both anion and neutral molecules. The
resultant optimised geometries of the CN3B, CN4B, and
TCNQ anions were planar and have the symmetries with
D3h, D2h, and D2h, respectively, same as in the neutral
molecules. The optimised geometry of the NB anion was
also planar in consistent with the experimental results both
in solution [60] and in crystal [61]. On the other hand, pNA,
mNA, and oNA anions were not strictly planar structures
due to the existences of the sp3-hybrid -NH2 groups: two
hydrogen atoms deviated from the planar. For these non-
planar molecules, although the π and σ symmetries mix
each other and cannot be definitely distinguished, we ap-
proximately use the terms of ‘π ’ and ‘σ ’ for simple and
intuitive understandings in all the discussions below. Their
mixing, however, is sometimes essential and non-negligible
to explain the electronic structures. The optimised geome-
tries of the neutral molecules of NB, pNA, and mNA were
similar to their anion radicals. The neutral molecule of
oNA, however, was planar, different from its anion radical.
In neutral oNA, the single hydrogen atom in -NH2 group
formed a hydrogen bond with the oxygen in -NO2 group and
-NH2 group that weakly participated in the π conjugation
of the benzene ring. A planar structure, therefore, is rather

favourable for neutral oNA. This phenomenon, however,
does not occur in the anion radical since the π conjugation
of -NH2 group cannot be created due to the existence of the
additional electron. It also does not occur in mNA and pNA
since the hydrogen bond between -NO2 and -NH2 groups
cannot be formed due to their long distance.

In the SAC-CI calculations of the anion radicals, we
used these optimised geometries and imposed the symmetry
option of the abelian group except for mNA and oNA to
reduce computational costs, i.e. C2v, D2h, D2h, C2v, Cs, C1,
and C1 were employed for CN3B, CN4B, TCNQ, NB, pNA,
mNA, and oNA, respectively.

5. Electron affinities

On the optimised geometries of anion and neutral
molecules, the vertical and adiabatic electron affinities (EA)
were calculated by the SAC-CI method and Table 1 sum-
marises their results together with the corresponding ex-
perimental values [12–16,20,62–68]. The calculated EAs
showed good agreement with the experimental values and
they were positive for all the molecules in Table 1, i.e.
all the target anion radicals were more stable than their
respective neutral molecules. This outcome is due to the
electrophilic character of the benzene moiety caused by the
strong electron-withdrawing groups, -CN and -NO2.

The calculated adiabatic EAs of CN3B and CN4B were
1.41 and 2.19 eV, respectively. On the other hand, those for
(mono)cyanobenzene (CNB) and dicyanobenzenes (CN2B;
o-, m-, and p-isomers) were reported to be 0.063 and 1.20–
1.26 eV [69,70], respectively, and, therefore, EA(CN4B) >

EA(CN3B) > EA(CN2B) > EA(CNB). The -CN electron-
withdrawing strengths account for this outcome and are
consistent with the experimental trends [12,13,20]. In-
terestingly, the adiabatic EA of TCNQ was very large
(3.31 eV in our calculations and 2.80–2.88 eV in the
experiments [12–16]) as compared to CN4B in spite of
having the same number of the -CN groups. This result
can be attributed to the SOMO for each anion radical
(or the lowest unoccupied molecular orbital (LUMO) for
each neutral molecule) and a conjugation effect. Figure 3
shows SOMOs (LUMOs) and bond lengths for CN4B and
TCNQ anion/neutral molecules. For comparison, the data
for 1,1,2,2-tetracyanoethylene (TCNE) are also shown. For
neutral CN4B, the CC bond lengths of the benzene ring
were calculated to be 1.403 and 1.418 Å, which were quite
similar to those of the benzene molecule. The SOMO has
anti-bonding natures on a part of the CC bonds, and elec-
tron accommodation to the SOMO caused deviations from
the regular hexagonal structure of the ring in the anion.
Indeed, the anti-bonding CC bonds for CN4B anion were
elongated to 1.463 Å whereas the other CC bond lengths
were not changed in our calculations. Therefore, the con-
jugation effect would become smaller and the stabilisation
due to the electron attachment would be diminished. On
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Molecular Physics 5

Table 1. Theoretical and experimental electron affinities (EA).

Electron affinities (eV)

Moleculesa EA typesb SAC-CI Exptl.

1,3,5-tricyanobenzene (CN3B) Vertical (Neutral) 1.18
Vertical (Anion) 1.48 1.84c

Adiabatic 1.41 1.5c

1,2,4,6-tetracyanobenzene (CN4B) Vertical (Neutral) 2.19
Vertical (Anion) 2.45
Adiabatic 2.19 2.15d, 2.21e

Tetracyanoquinodimethane (TCNQ) Vertical (Neutral) 3.25
Vertical (Anion) 3.56
Adiabatic 3.31 2.88d, 2.83e, 2.80f

Nitrobenzene (NB) Vertical (Neutral) 0.40
Vertical (Anion) 1.08 1.18g

Adiabatic 0.63 1.00∼1.0g,h,i

p-nitroaniline (pNA) Vertical (Neutral) 0.90
Vertical (Anion) 0.94
Adiabatic 0.86 0.92j

m-nitroaniline (mNA) Vertical (Neutral) 0.40
Vertical (Anion) 1.16
Adiabatic 0.38 0.95h

The definite EAs were not be able to be obtained for oNA owing to problems on non-negligible dependence of the energies with the perturbation selection
upon the molecular geometry and absence of experimental data for comparison.
‘Vertical (Neutral)’, ‘Vertical (Anion)’, and ‘Adiabatic’ stand for the vertical EA at the neutral geometry, the vertical EA at the anion geometry, and the
adiabatic EA, respectively.
Ref. [20].
Ref. [12].
Ref. [13].
Ref. [14–16].
Ref. [62].
Ref. [63].
Ref. [64–67].
Ref. [68].

the other hand, the SOMO for TCNQ had bonding and
anti-bonding natures on the single and double CC bonds,
respectively, making the C-C and C = C bond lengths sim-
ilar to each other. Consequently, the conjugation effect for
the TCNQ anion became larger than the neutral form, and
the stabilisation energy of the anion would be enhanced.
This outcome is consistent with the reported discussion us-
ing HF/6-31G∗ calculations [17]. Furthermore, this trend is
more pronounced for TCNE, which had an extremely large
adiabatic EA, 3.68 eV in our previous calculations [45] and
3.17 ± 0.2 eV in the experimental data [70]. The SOMO
for TCNE also had bonding and anti-bonding amplitudes
on the single and multiple CC bonds, respectively. When an
electron is attached to the SOMO, the C = C bond became
elongated from 1.376 to 1.444 Å, whereas the C-C bonds
would shorten from 1.435 to 1.418 Å, resulting in signifi-
cant bond alternation. Thus, the EA order (CN4B < TCNQ
< TCNE) can be attributed to the conjugation effects.

For NB, pNA, and mNA, the experimental and calcu-
lated vertical EAs at the anion geometries are similar to
each other. This is due to the small MO amplitudes of
SOMOs (LUMOs for the neutral molecules) on the -NH2

groups. Since the anion ground states of these molecules
are substantially described by the electron promotion to the

SOMOs, the stabilisation effects are expected to be less sen-
sitive to the -NH2 groups. The lesser agreement between the
calculated and experimental adiabatic EAs for mNA can be
associated with balancing among the different geometries
caused by the perturbation selection technique and larger
configuration space should be required for improvement.
Unfortunately, the definite EAs for oNA were not able to
be obtained owing to the same problem and no experi-
mental data was also available in the literature as long as
we know.

6. Electronic excitation spectra of anion radicals

Let us start the discussions of the theoretical excitation
spectra of the anion radicals by the SAC-CI method, com-
pared with the experimental observations. As a general ten-
dency, most unoccupied orbitals have diffuse characters and
their corresponding excited states belonging to Type I also
display diffuse natures. Although the assignments of such
states are not straightforward due to large mixing between
valence and diffuse characters, we used the second mo-
ments to provide correct assignments with distinguishing
such mixing excited states. In the discussion below, we will
refer to the π∗ SOMO as ‘π∗(s)’ and the diffuse-mixed
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6 H. Nakashima et al.

Figure 3. SOMO for CN4B, TCNQ, and TCNE together with
their bond lengths. The white and shaded circles on the atoms stand
for π orbitals with opposite phase to each other. Values with N
and A are bond lengths (in Å) for the neutral and anion molecules,
respectively. Data for TCNE were taken from Ref. [45]. The red
and blue fonts mean that the bond length of the anion is smaller
and larger than that of the neutral molecule, respectively.

π∗ and σ ∗ characters of the anion states as ‘π∗’ and ‘σ ∗,’
respectively, for simplicity. On the other hand, valence π∗

and σ ∗ characters (with small diffuse characters) will be
specifically represented as ‘vπ∗’ and ‘vσ ∗,’ respectively.

Natures, excitation energies, and oscillator strengths of
the electronic ground and some remarkable excited states
for the anion radicals are summarised in Tables 2 and 3
for the cyanobenzene and nitrobenzene derivatives, respec-
tively, together with the experimental results available in
the literatures. All the calculated electronic states including
pure diffuse excitations are summarised in the supplemen-
tal tables (Tables S1–S7). Figures 4 and 5 show the theo-
retical (this work) and experimental [23] excitation spec-
tra for the cyanobenzene and nitrobenzene derivatives, re-
spectively. All the theoretical calculations were performed
in the gas phase, whereas the experimental spectra were Ta
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observed in the MTHF matrix [23]. Environmental effects
of the MTHF matrix for the excitation spectra, however,
would be not serious since the randomly oriented MTHF
matrix is frozen and immobile at 77 K and the dielec-
tric effects to the anion radicals are almost same among
the ground and excited states. Therefore, the direct com-
parisons between the theoretical and experimental spectra
under the present condition should be reasonable. In the fol-
lowing discussion, we provide the theoretical explanations
to understand the electronic structures of the excited states
with their reliable assignments to the experimental peaks.

6.1. Cyanobenzene derivatives

6.1.1. CN3B and CN4B

In the excited states of the CN3B and CN4B anions, we
first notice the existences of the pure valence excited states
π∗(s)-vπ∗ (Type I) in near-infrared region at 0.30 and
0.96 eV corresponding to the 12A2 and 12B3u states, re-
spectively. These electronic states have complete bound
characters because they locate notably lower energy than
the electron detachment threshold (see the vertical EAs of
anions in Table 1). These delocalised valence π∗ orbitals
derive from the resonance effect of the benzene ring. Al-
though the electron excitations to these states are forbid-
den transitions at the D3h and D2h symmetries in CN3B
and CN4B, respectively, a very weak band at ∼5000 cm−1

(∼0.6 eV) was observed in the experimental spectra of the
CN3B anion. This is due to a symmetry violation of the
Jahn–Teller effect. On the other hand, in the CN4B anion,
no peak was detected in near-infrared region in the exper-
imental spectra. Thus, this hidden valence state was first
theoretically predicted in the present work. This situation
was same as in our previous study of the p-cyanobenzene
anion [45]. In that case, after the careful reexamination of
the experimental spectrum, the π∗(s)-vπ∗ bound state was
confirmed to be real. From both the present and previous
studies [45], we can conclude that the anion radicals of
highly symmetric cyanobenzene derivatives always have a
low-energy hidden π∗(s)-vπ∗ (Type I) excited state with
very weak intensity in common. In the TCNQ anion, on the
other hand, the corresponding excited state does not exist
in low energy region since the π∗-π∗ gap is larger than the
CN3B and CN4B cases due to the lack of the resonance
effect as appeared in the benzene π ring.

In the experimental excitation spectra of the CN3B and
CN4B anions, the first intense bands at 542 nm (2.29 eV)
and 462 nm (2.68 eV) were assigned to the π∗(s)-vπ∗

(Type I) states at 2.91 and 3.15 eV corresponding to the
12A2 and 12B3u states, respectively, in the theoretical spec-
tra. The second intense bands at 3.63 and 4.43 eV in the
experimental spectra were assigned to the 62B1 and 32B2g:
π -π∗(s) (Type II) states in the CN3B and CN4B anions, re-
spectively. Our calculations also predict the other forbidden
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Figure 4. Excitation spectra (horizontal axis: excitation energy and vertical axis: relative oscillator strength) of the anion radicals of the
cyanobenzene derivatives (CN3B, CN4B, and TCNQ) by the SAC-CI method (lower) and as observed experimentally (upper) [23]. In the
SAC-CI spectra, the red circle and line represent Type I excitation and the green ones show Type II excitation. The natures of the excited
states and our theoretical assignments to the experimental peaks are also given.

Figure 5. Excitation spectra (horizontal axis: excitation energy and vertical axis: relative oscillator strength) of the anion radicals of the
nitrobenzene derivatives (NB, pNA, mNA, and oNA) by the SAC-CI method (lower) and as observed experimentally (upper) [23]. In the
SAC-CI spectra, the red circle and line represent Type I excitation and the green ones show Type II excitation. The natures of the excited
states and our theoretical assignments to the experimental peaks are also given.

valence excited states at 4.34 and 4.12 eV, assigned to the
72B2 and 22B1u: π∗(s)-vσ ∗ (Type I) states.

In the CN3B anion, besides the above valence electron
excitations, three states with weak intensities were also
calculated at 2.07 (1 2B1), 3.59 (4 2B1) and 3.62 eV (3
2A2), assigned to π∗(s)-π∗ having diffuse characters. In the
CN4B anion, we also observed a series of the complicated
peaks at 22,000–30,000 cm−1 in the experimental spectrum
and, correspondingly, several electronic states were identi-
fied in our calculations. To suggest the assignments for
these peaks, we compared the theoretical spectrum to other
experimental studies [71–73]. Measurements by Taguchi
et al. [71] were closely related to our investigations. They
observed absorption spectra of poly (vinyl alcohol) film

doped with CN4B after irradiation with 330 MeV Ar11 +

ions. The absorption bands observed in the 340–480 nm
(2.5–3.7 eV) region after the irradiation were ascribed to the
CN4B anion radical. In their spectrum, three peaks were ob-
served at 464 nm (2.67 eV), 438 nm (2.83 eV), and 377 nm
(3.29 eV). These peaks were expected to correspond to
those at 462 nm (2.68 eV), 433 nm (2.86 eV), and 377 nm
(3.29 eV) in the experimental spectrum in Figure 4. Fur-
thermore, we recognised a slight and broad absorption band
at ∼350 nm in the spectrum of Taguchi et al. and this band
can be associated with the peak at 353 nm (3.51 eV) in
Figure 4. Thus, we concluded that there are four electronic
states, at least, at the 20,000—30,000 cm−1 (2.5–3.7 eV)
region, besides the vibrational structures. We assigned the
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states at ∼2.86, 3.29, and 3.51 eV to 3 2Ag: π∗(s)-vσ ∗,
22B2g: π∗(s)-π∗, and 12B1g: π -π∗(s), respectively, judging
from the oscillator strengths and second moments.

6.1.2. TCNQ

Since TCNQ is one of the most important and stable elec-
tron acceptors used in the material science, many exper-
imental studies are available about the excited states of
the TCNQ anion [10,11,15,16,23]. Two intense peaks at
11,600 cm−1 (1.44 eV) and ∼23,000 cm−1 (∼2.9 eV) were
observed in the experimental spectrum and they were as-
signed to the 12B3u: π -π∗(s) (Type II) and 22B3u: π∗(s)-vπ∗

(Type I) states at 1.79 and 3.19 eV, respectively. Thus, the
former lowest excited state of the TCNQ anion is Type II
π -π∗(s), distinct from the other target anion radicals, for
which Type I excited states were the lowest. This observa-
tion was due to the large EA, in other words, the greater
stability of the SOMO of TCNQ, as discussed in Section 5.
The lowered energy of the SOMO causes blue- and red-
shifts of the Type I and Type II excitation energies, respec-
tively. The same phenomenon was noted for TCNE with a
very large EA, as reported in our previous study [45]. Since
these states are lower than the vertical EA of anion (3.56
eV), both the 12B3u (1.79 eV) and 22B3u (3.19 eV) states
are considered as complete bound states. In our calcula-
tions, no electronic states were found between 12B3u and
22B3u, and this situation was not changed even after more
accurate calculations with larger basis set. Therefore, many
peaks at the 11,000–17,000 cm−1 region in the experimen-
tal spectrum can be attributed to the vibrational structures
of the 12B3u state. In the other experimental studies, Iida
reported electronic spectroscopy of K+ TCNQ− in acetoni-
trile solution and observed absorption peaks at 11,900 cm−1

(1.48 eV) and 25,300 cm−1 (3.14 eV) [10]. Brinkman et al.
observed electronic states at ∼825 nm (1.5 eV) and ∼400
nm (3.1 eV) by photodetachment spectroscopy [16]. For
both observations, the lower and higher bands could be
assigned to the 12B3u and 22B3u states, respectively. The
second lowest peaks at ∼13,000 cm−1 in Ref. [10] and at
770 nm in Ref. [16] are assigned to the vibrational bands
of the 12B3u state.

In the electronic spectra in Figure 4, there is almost
no information about the higher electronic states above the
22B3u state. Some other experimental researchers, how-
ever, reported about such higher electronic states. Compton
and Cooper observed several electronic excited states of
the TCNQ anion as well as the EA measurements using
gas-phase collisions of electron and fast cesium beam with
TCNQ [15]. They reported metastable states with respect
to the electron autodetachment at ∼0, 0.7, and 1.3 eV above
the detachment threshold. Assuming that the adiabatic
EA is 2.8 eV, the common experimental values reported
by several research groups in addition to Compton and

Cooper [15], these energies are translated to ∼2.8, 3.5, and
4.1 eV from the anion ground state, respectively. We as-
signed these states to three Type I excited states, 22B3u:
π∗(s)-vπ∗, 12Au: π∗(s)-vπ∗, and 32B3u: π∗(s)-π∗ at 3.19,
3.26, and 4.27 eV, respectively. The energy position of the
second one at 3.5 eV is closer to that of our theoretical result
12B1g: π -π∗(s) (3.46 eV) rather than 12Au: π∗(s)-vπ∗ (3.26
eV). However, the 12B1g state belongs to Type II, and we
do not think that the electron collision to the ground-state
TCNQ is likely to provide Type II states. Therefore, we pro-
posed the above assignments. On the other hand, Burrow
et al. [11] reported ETS experiments of several cyano com-
pounds and observed excited states of the TCNQ anion at
0.35, 1.22, 1.40, and 2.12 eV above the electron detachment
threshold, which correspond to ∼3.2, 4.0, 4.2, and 4.9 eV
from the anion ground state, respectively, assuming that the
adiabatic EA is 2.8 eV. They gave their own assignments to
these states based on the HF/3-21G calculation of TCNQ.
Although they assigned the state at 0.35 eV (∼3.2 eV in
our definition) to 2Au in accordance with our interpretation,
the assignments of the other states differed from ours. We
think that this discrepancy is due to the lack of both basis
set space and electron correlation effects in their HF/3-21G
calculation.

Thus, our theoretical results for the remarkable elec-
tronic states were very good agreement with many experi-
mental evidences. It shows that the SAC-CI theoretical cal-
culations are reliably used in the material designs related to
the TCNQ derivatives.

6.2. Nitrobenzene derivatives (NB, pNA, mNA,
and oNA)

In the excited states of the NB, pNA, and mNA anions,
our calculations predicted the pure valence excited states
π∗(s)-vπ∗ (Type I) in lower energy region at 1.95, 1.54, and
1.91 eV corresponding to the 12A2, 32A’, and 42A states,
respectively. They can be found as the shoulders of the low-
est peak in the experimental spectra. These states derive
from the same origins but with a little higher energies as
shown in the CN3B and CN4B anions. However, different
from the CN3B and CN4B cases, they are not considered
as bound states since their excitation energies are higher
than the vertical EAs of anions. In the NB anion, the large
and small peaks at 2.36 and 1.7 eV were assigned to the
22B1 and 12A2: π∗(s)-vπ∗ states, respectively, judging from
their relatively small second moment. These states corre-
spond to those at 2.67 and ∼2.0 eV observed in an earlier
study in Ref. [23]. In the pNA anion, the weak band around
16,000 cm−1 (∼2.0 eV) in the spectrum was assigned to
the 32A’: π∗(s)-π∗ state, and the somewhat intense band
at ca. 20,000–22,000 cm−1 (2.5-2.7 eV) was assigned to
the two Type I π∗(s)-vπ∗ states of 52A’ and 72A’, con-
sidering the excitation energies, oscillator strengths, and
second moments. The assignment to 32A’ is based on the
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excitation energy and intensity rather than the second mo-
ment. Similarly, in the mNA, the lower broad band at
16,000–21,000 cm−1 (2.0–2.6 eV) was assigned to the two
Type I π∗(s)-vπ∗ states of 52A and 82A. The 52A: π∗(s)-
vπ∗ state have a relatively large intensity and can be as-
sociated with the lower-energy tail of the lowest band in
the experimental spectrum. On the other hand, for the oNA
anion, mixing between π∗ and σ ∗ characters in the MOs
is quite large, compared to the other isomers. That would
come from the hydrogen-bond interaction between the -
NH2 and the -NO2 groups due to their short distance. As
a result, the lowest valence excited state is the 32A: π∗(s)-
vσ ∗ state rather than π∗(s)-vπ∗. The shoulder of the lowest
peak in the experimental spectrum is assigned to this state,
not to π∗(s)-vπ∗.

In the NB anion, the main peaks at 465 nm (2.67 eV) and
335 nm (3.70 eV) in the experimental spectrum reasonably
corresponded to 2.65 and 3.66 eV in our calculations, which
were assigned to 22B1: π∗(s)-vπ∗ (Type I) and 42A2: π -
π∗

SOMO (Type II), respectively. For gas-phase experiments,
these electronic states of this anion molecule have been
revealed [74]. Mock and Grimsrud observed three spectral
peaks in the photodetachment experiments [62]. The state
at 3.81 eV in their experiments was assigned to 42A2: π -
π∗(s) (Type II) at 3.66 eV in our results. Besides these
states, we found Type II valence excited states 32B2: n-
π∗(s), 72A1: n-π∗(s), and 72B1: π -π∗(s) at 3.00, 3.86, and
4.80 eV, respectively.

In the pNA, the most intense peak at 340 nm (3.65 eV)
in the experimental spectrum was easily assigned to the
92A′′: π -π∗(s) (Type II) state. Our calculations also predict
other valence excited states in this energy region. The Type
II 62A′′: n-π∗(s), 152A′: n-π∗(s), and 182A′: π -π∗(s) states
were calculated to be at 3.23, 4.06, and 4.72 eV, respectively.
For the Type I excitations, we found another valence state
72A’: π∗(s)-vπ∗ at 2.75 eV.

In the mNA, we assigned the spectral peaks at 374 nm
(3.32 eV) and 323 nm (3.84 eV) to the 112A: π∗(s)-π∗

(Type I) and the 172A: π -π∗(s) (Type II) states, respec-
tively. In the higher-energy region, two Type II π -π∗(s)
states (272A and 282A) were calculated to be 4.60 and 5.19
eV. One might expect that the peaks at 374 and 323 nm
would not be assigned to the Type I and Type II states
(112A and 172A), but to the two Type II states (172A and
272A). However, the latter assignment would be unlikely
considering the similarity to the band assignments for NB
and pNA. Two Type II n-π∗(s) states (122A and 212A) were
found at 3.65 and 3.88 eV.

In the oNA, the lowest intense peak at 530 nm (2.34 eV)
can be assigned to the 82A: π∗(s)-vπ∗ (Type I) state with
the non-negligible contribution of the 72A: π∗(s)-σ ∗ state.
Thus, this state includes considerable π∗(s)-vσ ∗ charac-
ter and one should be careful in interpreting the excitation
natures. The second peak at 386 nm (3.21 eV) can be ten-
tatively assigned to the 162A: π∗(s)-π∗ state at 3.61 eV. If

this assignment is correct, the higher-energy shoulder of
the lowest peak at 22,000 cm−1 (∼2.7 eV) can be attributed
to the 112A: π∗(s)-π∗ state. Another possible assignment
of the peak at 25,900 cm−1 can be associated with the 112A
state. However, we cannot definitely conclude which in-
terpretation is correct for this spectral peak at the present
stage. In addition, we tentatively assigned the shoulder band
in the lowest peak (∼18,000 cm−1) to the 52A: π∗(s)-π∗

state. The most intense peak at 320 nm (3.87 eV) in the ex-
perimental spectrum would be safely assigned to the 192A:
π -π∗(s) (Type II) excitation considering the excitation en-
ergy, oscillator strength, and similarity to the assignments
for NB, pNA, and mNA. Other Type II valence excited
states were also found in our calculations, 142A: n-π∗(s),
222A: n-π∗(s), 272A: π -π∗(s), and 302A: π -π∗(s) at 3.32,
3.96, 4.59, and 5.38 eV, respectively. Although the excita-
tion energy of the 142A state is very close to that of the
second peak (386 nm) in the experimental spectrum, it is
unlikely that this peak can be assigned to the 142A: n-π∗(s)
state because of discrepancy between the calculated and
observed intensities.

7. Summary

Electronic ground and excited states of anion radicals for
CN3B, CN4B, TCNQ, NB, pNA, mNA, and oNA and their
absorption spectra were accurately studied by the SAC-CI
method. The EAs of these molecules were also calculated,
and the differences among the target molecules were dis-
cussed in terms of the characters for their SOMO as well as
the number of the electron-withdrawing terminal groups.
The EAs of the target molecules are basically determined
by the number of the -CN or -NO2 groups, e.g. CN4B >

CN3B > CN2B > CNB. However, the very large EA for
TCNQ is interpreted by not only the number of the -CN
but also the conjugate effect owing to the electron accom-
modation to the SOMO. This discussion is also true for the
extremely large EA for TCNE. Such knowledge obtained in
the present study would be useful for the molecular design
of new electron acceptor compounds.

The calculated excitation energies reasonably repro-
duced the corresponding experimental results. According
to our calculated results, the character assignments of
the experimentally observed states and new unobserved
states were proposed. Except for TCNQ, the forbidden (or
very low intense) pure valence excitations: π∗(s)-vπ∗ were
found in near-infrared region. Moreover, these states for
the CN3B and CN4B are considered as pure bound states
since the corresponding excitation energies were lower than
their vertical EAs of anions. Whereas, in the experimental
spectra, it is difficult to find and analyse these states due
to their very weak intensities, our theoretical calculations
were successful to predict the existences of these hidden
valence excited states. For oNA, on the other hand, the
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corresponding state is rather considered as π∗(s)-vσ ∗ due
to the large mixing between π∗ and σ ∗.

For the large intense peaks, roughly speaking, the lower
energy bands (<∼25,000 cm−1) are assigned to the Type I
π∗(s)-π∗ shape resonance states whereas the higher energy
bands (>∼25,000 cm−1) are due to the Type II π -π∗(s)
Feshbach resonance states, except TCNQ anion for which
the lower and higher bands are assigned to the Type II bound
and Type I resonance states, respectively. This unique nature
in TCNQ is attributed to its very large EA, or the low energy
of the SOMO.

Thus, we proposed the character assignments for
most of the reported states in the energy region of
<∼40,000 cm−1, but for a few states, the assignments are
still indefinite because of incomplete theoretical reproduc-
tion of the experimental excitation energies or band inten-
sities. This problem may be improved by employing the
SAC-CI general-R method that can handle many-electron
excitations such as the Type III processes in Figure 2, and
it will be discussed in the next study.
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