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ABSTRACT: The free complement (FC) method, or the free iterative-complement-
interaction (ICI) method, for generating the exact wave function from an approximate
initial wave function has been applied to the hydrogen atom starting from the Slater
and Gaussian functions for comparison. The process of improvement was followed by
checking the wave function itself and other quantities that have definite exact values.
Because the exact wave function is simple in this case, we could make clear analyses for
many aspects of the wave function. We examined the energy, the wave function itself,
the wave function error, the H-square error, the local energy near the nucleus, and the
cusp. Both the Slater and Gaussian functions gave similar convergence rates to the exact
function with respect to the order of the FC method, but the number of complement
functions at a particular order is three times larger for the Gaussian case than for the
Slater case. Although the cusp value of the Gaussian initial function is zero, it grows as
the FC calculation proceeds and finally becomes essentially exact at convergence. The
same was true for all the quantities studied here, irrespective of the type of the initial
wave function. For the helium atom, the cusp conditions including the electron–electron
cusp were also examined with the FC wave function calculated before and shown to
converge to the exact values. © 2009 Wiley Periodicals, Inc. Int J Quantum Chem 109:
2248–2262, 2009
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Introduction

T he Schrödinger equation (SE), H� � E�, pro-
vides a governing principle of chemistry, bi-

ology, and physics and has accurate and powerful
predictive power [1]. For over 80 years after its
discovery, however, this equation has been thought
not to be soluble except for a few special cases [1, 2].
For this reason, quantum chemistry has long been a
science for developing approximate practical meth-
ods of applying quantum mechanics that lead to
explanations of the main features of chemical phe-
nomena [1]. Actually, even with this limitation,
quantum chemistry has produced many important
methods and concepts that are useful for under-
standing and explaining chemical phenomena.
Among others, the valence bond method, molecular
orbital method, and coupled-cluster method have
comprised a main stream of methodology, and
many important concepts, such as resonance [3],
electronegativity [3, 4], frontier orbital [5], and sym-
metry conservation [6] have been built up on these
theories. However, truly quantitative predictions
have been very rare in quantum chemistry, because
we had no general method of solving the SE accu-
rately. A formulation of a general theory of solving
the SE is important for making quantum chemistry
an accurately predictive science.

Since 1999, one of the authors has been involved
in this difficult task and has published a series of
articles to formulate a general method of solving
the SE of atoms and molecules in an analytical
expansion form [7–25]. First, he clarified the math-
ematical structure of the exact wave function and pro-
posed a method, called the iterative complement
(or configuration) interaction (ICI) method that
gives a series of functions converging to the exact
wave function [7, 8]. This was confirmed by apply-
ing the method to the harmonic oscillator [9, 10]
and to the finite-basis expansion method based on
the second-quantized Hamiltonian [11, 17]. How-
ever, this method included the integrals of higher
powers of the Hamiltonian, which diverge when
the Hamiltonian involves singular operators like
Coulomb potentials [12–14]. This problem, called
the singularity problem, always occurred when we
apply the method to atoms and molecules, and so

this was a really severe problem. However, this
difficulty was solved by introducing the scaled
Schrödinger equation (SSE) [13]. The ICI method
based on the SSE gives the exact wave function at
convergence without encountering the singularity
problem. Further, the free ICI method was proposed
based on this method. It is more easily handled and
converges more rapidly than the original ICI
method [13]. Combined with the variation princi-
ple, this method produced the most accurate solu-
tions of the SE for H2 [15, 20], He [19, 23, 24], and
others. In particular, the applications to He [19, 24]
showed numerically that with the free ICI method
we can calculate the solutions of the SE to any
desired accuracy.

In this article, we show how the free ICI method
gives a series of analytical functions that converge
to the exact wave function. We use the hydrogen
atom as an example because we know its exact
wave function in a simple closed form. We show
that this convergence is true even when we start
from different starting wave functions, such as the
Slater function or the Gaussian function. To verify
the exactness, we compare our free ICI wave func-
tion and the calculated properties with the exact
wave function and properties. They are the energy,
the wave function error, the H-square error, the
local energy near the nucleus, and the cusp value.
Recently, we studied for the helium atom the local
energy, H-square error, and upper and lower
bounds to the exact energy for examining the ex-
actness of our FC wave function [25]. We further
examine here the electron–nuclear and electron–
electron cusp conditions of the helium atom using
the same FC wave function. For many electron at-
oms and molecules, the electron–electron cusp
properties should be important, reflecting a proper
description of electron correlations. However, there
have been only a few studies that examined these
properties [26–29].

Theoretical Background

The SE defines the exact wave function � as its
solution:

�H � E�� � 0. (1)
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For the hydrogen atom in its ground state, the
Hamiltonian can be written as:

H � �
1
2

d2

dr2 �
1
r

d
dr �

1
r , (2)

and we know that the exact solution of the SE for
this Hamiltonian is:

� � e�r, E � �
1
2. (3)

Except for the hydrogen atom, the exact wave func-
tions of atoms and molecules cannot be expressed
in closed forms such as Eq. (3). However, a general
theory of calculating them in analytical expansion
form has been given by one of the present authors.
We briefly explain it as it is pertinent to this study.
We introduce two equations that are equivalent to
the SE. One is the variation principle given by:

���H � E���� � 0, (4)

and the other is the H-square equation given by:

����H � E�2��� � 0. (5)

The variation principle gives the best possible
solution within the freedom of the given � and
when it is completely free, this equation gives the
exact wave function. On the other hand, the H-
square equation is valid only for the exact wave
function, and in this sense, it is strictly equivalent to
the SE. Comparing Eqs. (4) and (5), we can say that
the wave function that includes a variable C in the
form:

�� � �H � E�� � �C, (6)

has the structure of the exact wave function, be-
cause when we solve the variable C using the vari-
ation principle, the solution satisfies the H-square
equation, and so must be exact.

An example of a wave function that satisfies Eq.
(6) is given by a recursion formula:

�n�1 � �1 � Cn�H � En���n, (7)

where En is defined by ��n�H � En��n� � 0. We can
easily show the relation:

���n�1��n� � 0, (8)

where ��n�1 � �n�1 � �n. At convergence, the
solution of Eq. (7) is exact. The proof is very easy: at
convergence, everything is n-independent, and so
we can remove n from Eq. (7). Then, by differenti-
ating the resultant equation with respect to C, we
obtain Eq. (6). (Proof ends.) We refer to the method
of solving the SE using Eq. (7) as the simplest
iterative complement interaction (SICI) method.

Let us use the SICI method to solve the SE of the
hydrogen atom. To do so, we may start from a
Slater function of the form:

�0 � exp� � �r�, (9)

or a Gaussian function of the form:

�0 � exp� � �r2�. (10)

Using these expressions for �0, we calculate the
first-order SICI wave function by �1 � �1
� C0�H � E0���0. Because the Hamiltonian is a
sum of the differentiation operators and a potential
operator as given by Eq. (2), we can easily formu-
late �1. The unknown coefficient C0 is calculated by
applying the variation principle and we obtain the
secular equation �HSICI � ESSICI)C � 0, where:

HSICI � � ��n�H � En��n� ��n��H � En�
2��n�

��n��H � En�
2��n� ��n��H � En�

3��n�
�,

SSICI � � ��n��n� ��n�H � En��n�
��n�H � En��n� ��n��H � En�

2��n�
�,

(11)

with n 	 0 in this case. Note that the dimension of
this secular equation is only two. However, when
we try to solve this secular equation, we encounter
a problem: the integral of Eq. (11) includes infinity
in the H-matrix element, ��0��H � En�

3��0�, which
diverges to infinity except when �0 is exact, i.e.,
except when � of Eq. (9) is unity. Table I illustrates
this. It shows that the integrals of the kth power of
a Hamiltonian diverge when k is larger than three,
unless � is exact. At n 	 0, the H-matrix element
involving H3 diverges. As the iteration proceeds, it
becomes more severe: at n 	 2, all the H-matrix
elements diverge. Although such divergence does
not occur when �0 is exact, we never know the exact
wave function for general atoms and molecules. It
is meaningless to use the exact wave function for �0!

This difficulty is caused by the singularity of the
Coulomb potential involved in the Hamiltonian
and so is referred to as the singularity problem. It
generally occurs for atoms and molecules and is
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certainly a serious problem, because if we have
infinity in our formalism, we cannot proceed fur-
ther. This problem was so severe that no one could
have ever overcome this difficulty, until one of the
authors found a way to overcome this difficulty by
introducing the inverse Schrödinger equation [12]
and the scaled Schrödinger equation [13]. Between
the two, the latter was more general and easier to
use. Actually, some papers describe a similar
method to our SICI as a method to formulate an
exact wave function [30–32]. However, because of
the singularity problem, such methods could not be
applied to atoms and molecules to calculate the
exact wave functions. Note that when the system
does not have a singular potential, for instance a
harmonic oscillator, we do not have any problem,
and the SICI method gave a fast convergence to the
exact wave function when applied to the harmonic
oscillator [9, 10].

The scaled Schrödinger equation (SSE) [13] is
defined by:

g�H � E�� � 0, (12)

where g is the scaling function, which is always
positive but can become zero at singular points.
Even there, the g function must satisfy:

lim
r30

gH � 0 	 
, (13)

so as not to eliminate the information of the Ham-
iltonian at the singular regions. Then, we can define
g�1 and by multiplying it from the left of Eq. (12),
we obtain the SE. The SSE and the SE are therefore

equivalent. In the present application to the hydro-
gen atom, we choose g as:

g � r. (14)

We can formulate the SICI method based on the
SSE and obtain the modified SICI as [13, 14]:

�n�1 � �1 � Cng�H � En���n. (15)

This SICI was also proved to become exact at
convergence [13, 14], and for the existence of the
g-function, we do not encounter the singularity
problem in the course of the iterative calculations.
Here, En may be defined by ��n�g�H � En���n�
� 0; the difference from the previous En defined
below Eq. (7) is small near the convergence. With
this definition of En, we can show a relation like
Eq. (8).

We now explain the free ICI method. When we
do SICI calculations to the nth iteration, the right-
hand side of Eq. (15) becomes a sum of products of
analytical functions and the coefficients Ci. In the
free ICI method, we take all the independent ana-
lytical functions from there and group them as �
i�,
which we refer to as complement functions, and
using them, we expand our wave function as:

��n�1� � �
i

Mn

ci
i. (16)

We refer to this wave function as the free ICI
wave function. It converges more quickly to the
exact wave function than the original SICI does,
because of the increased freedom in the wave func-

TABLE I ______________________________________________________________________________________________
Integrals of the higher powers of the Hamiltonian of the hydrogen atom over the Slater-type and Gaussian-
type orbitals.

Integrala
Slater-type � Gaussian-type �

Exact (� 	 1.0) Approximate (� 	 0.5) � � 1/16

���H���/����� –0.5 –0.375 –0.30519228
���H2���/����� 0.25 0.203125 0.16491287
���H3���/����� –0.125 –
 –

���H4���/����� 0.0625 
 

���H5���/����� –0.03125 –
 –

���H6���/����� 0.015625 
 


a H � �
1
2

d2

dr2 �
1
r

d
dr

�
1
r
.
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tion. However, we generally do not have a relation
like Eq. (8) in the free ICI case. In the SICI scheme,
the (n � 1)th result, �n�1, depends on all the former
results, �m and Cm�m � 0, · · · , n� (m 	 0, . . . , n),
but in the free ICI method, all the coefficients Ci are
reoptimized at each n, and therefore, this method is
not an iterative method. Then, the name free ICI
(iterative complement interaction) method may be
confusing. We therefore use hereafter the new
name “free complement (FC)” method instead of
the free ICI method. We refer to n of the FC method
as an order, instead of an iteration number. Thus,
the FC method gives a general method of solving
the SE in an analytical expansion form.

Applying the variation principle to the FC wave
function given by Eq. (16), we obtain the secular
equation �H � ES�C � 0, where the Hamiltonian
and overlap matrices are defined by:

H � �
� � �

� �
iH
jd� �

� � �
�, S � �

� � �

� �
i
jd� �

� � �
�.

(17)

For the hydrogen atom studied here, these ma-
trix elements are easily calculated. However, for
complex atoms and molecules, the analytical inte-
grations involved in the above matrices are often
difficult to perform. For such cases, we have pro-
posed the local Schrödinger equation (LSE)
method. It is based on the potential exactness of the
FC wave function given by Eq. (16) for large n. For
more details, refer to Ref. [20]. Using the LSE
method, we can calculate the analytic wave func-
tion without doing the analytical integrations. The
LSE method is very general because it does not rely
on the integrations required by Eq. (17), which can-
not be performed for the complement functions of
complex atoms and molecules.

Exactness Check

We examine in this article how the FC wave
function of the hydrogen atom approaches the exact
wave function, starting from the approximate Slater
or Gaussian initial function. We calculate the fol-
lowing quantities for the nth-order FC wave func-
tion, ��n�, to examine the exactness of the calculated
wave function.

1. Energy En compared with the exact energy
E 	 –0.5 a.u.

2. Wave function error (�-square error):

���n��2 � ����n� � �exact�2d�. (18)

This quantity can be calculated only when we
know the exact wave function.

3. H-square error:

�2 � ���n���H � En�
2���n��

� ���H � E�n����n��2d�. (19)

This quantity is considered to be the sum of
the squares of the errors of the Schrödinger
equation:

�n � �H � E�n����n�.

4. Averaged local energy near the nucleus:

LE�n� �

�
0

a

E�n�
loc � ��n�

2 r2dr

�
0

a

��n�
2 r2dr

. (20)

This is compared with the exact value, �0.5,
where E�n�

loc is the local energy defined by E�n�
loc

� H��n�/��n�. The radius a is set to be a 	
1/100 a.u.

5. Cusp value:

Cusp�n� �
1

��n��r � 0�
�
��n�

r �
r	0

, (21)

compared with the exact value, –1.

Because we use the variation principle to calcu-
late the energy En, we obtain the upper bound of
the exact energy. The other quantities from (2) to (5)
are stringent tests of the exactness of the calculated
wave function. Both the wave function error and
the H-square error are the sums of positive ele-
ments, and therefore no cancellations are included
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in the values. In comparison with the H-square
error, the wave function error may be referred to as
the �-square error. As we have shown previously
for the helium atom, the local energy is a rather
sensitive quantity near the singularity point [25].
Therefore, the average local energy near the nu-
cleus defined by Eq. (20) is also a stringent test of
the exactness. The cusp condition [33] is a necessary
condition that the exact wave function must satisfy.
It is the condition that the local energy at the nu-
cleus does not diverge. Further, it should be equal
to the exact energy, i.e.:

H��n�

��n�
�

r	0

� E. (22)

Without assuming the cusp condition, the local
energy at the origin diverges, but if we assume the
cusp condition, this equation imposes further con-
ditions on the structure of the exact wave function.
There are some other related conditions [34]. Be-
cause the quantities given by Eqs. (20)–(22) have a
common origin, which is the singularity of the nu-
clear potential at the origin, they are usually diffi-
cult to satisfy with an approximate wave function
unless the wave function is constrained beforehand
to satisfy these conditions.

FC Wave Function of Hydrogen Atom
Starting From Slater and Gaussian �0

We calculate the FC wave function and energy of
the hydrogen atom starting from two different ini-
tial functions �0. One is the Slater function given by
Eq. (9) and the other is the Gaussian function given
by Eq. (10). The g-function we used is given by Eq.
(14). We want to see how the FC method gives the
exact wave function starting from different initial
functions.

Of particular interests are the cusp properties of
the calculated FC wave function. It is well known
that the Slater function has a cusp but the Gaussian
function does not. Thus, a question is whether the
FC wave function starting from the Gaussian func-
tion can have a correct cusp value. A similar ques-
tion for the Slater function is: can an FC wave
function starting from a function that has a cusp
different from the correct value have a correct cusp
after the FC calculations?

It is interesting to note that a set of s-type Gauss-
ian functions can never be complete for describing

the hydrogen atom, irrespective of how many
Gaussian functions are involved in the set. The
proof is simple: it is impossible to produce a cusp
from a linear combination of a finite number of
s-type Gaussians. The same is true for the corre-
lated Gaussian functions that are used to obtain
accurate wave functions.

SLATER INITIAL FUNCTION

We start from the Slater-type initial function, �0

� e��r. The value of � adopted in the present
calculation was 0.5. The exact wave function for the
ground state is written also with the Slater function
of � � 1.0. When one applies the FC method using
the above �0 and g 	 r, one finds that the FC wave
function is written as:

��n� � �
i	0

n

cirie��r, (23)

where n is the order of the FC method. Thus, for
each increment in the order i, an additional com-
plement function rie��r is generated, and so we have
the FC wave function of Eq. (23) at order n.

From Eq. (21), the cusp value is related to the
first two coefficients in Eq. (23):

Cusp�n� �
c1

c0
� �, (24)

which should be equal to �1 at the exact limit.
Because the values of c0 and c1 change as the order
of the FC calculation increases, the cusp value
should be improved as the order n increases.

Another interesting relation is obtained from the
local energy condition at the nucleus given by Eq.
(22) and the cusp condition given above, that is:

c2

c0
�

at exact

�
1
3�Z2 � E� �

1
2�2 � Z�, (25)

where Z is the nuclear charge, which is unity in the
present case. This condition involves the exact en-
ergy.

It is interesting to constrain our wave function to
satisfy the cusp condition. Then, the ratio c1/c0 is
constrained to be � � 1. Further, when we use the
local energy condition given by Eq. (22), the ratio
c2/c0 is constrained to the right-hand side of Eq.
(22), although in general we must replace the exact
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energy E with some approximate value. Then, both
c1/c0 and c2/c0 are constrained, and the free varia-
tions are done only for c3/c0 and higher coefficients.
(Note that for the normalization condition, c0 is not
actually a variable parameter.) In our FC formalism,
the final result must be the exact wave function, so
that the result should not depend much on whether
or not we constrain such conditions. In the present
calculations, we used free variations, although it is
interesting to compare the convergence speeds be-
tween the calculations with and without the con-
straints.

Because we know that the exact wave function is
e�r, we can easily estimate the exact solution of the
FC wave function as:

��
� � e�r � e���1�re��r � 	1 � �� � 1�r �
�� � 1�2

2 r2

� · · · �
�� � 1�k

k! rk � · · ·
�0, (26)

and the coefficients ck in Eq. (23) as:

ck

c0
�

�� � 1�k

k! . (27)

This kind of estimation is impossible for general
atoms and molecules, because we do not know the
exact wave functions. In the FC method, the coeffi-
cients ci are calculated using the variation principle
or the LSE method. Here, we used the variation
principle. We calculated the overlap and Hamilto-
nian matrices given by Eq. (17) and solved the
secular equation.

We give a summary of the present results in
Table II. The first and second columns show the
order n and the number of functions Mn included in
the FC wave function. In the present case, Mn 	 n �
1. We performed the calculations up to n 	 50. The
third column shows the energy. As the order n
increases, it converges nicely from above to the
exact value �0.5. The numbers of correct digits are
4, 8, 17, 26, 36, and 45 for n 	 5, 10, 20, 30, 40, and
50, respectively. From the nature of the variation
principle, the energy converges faster than the
wave function itself. The fourth and fifth columns
show the coefficient ratios c1/c0 and c2/c0, which
must be �0.5 and 0.125, respectively, from Eqs. (24)
and (25) for the exact wave function. They also
converge well to the exact values, but the conver-
gence speed is slower than that of the energy. The

numbers of correct digits are 1, 3, 7, 12, 16, and 21
for c1/c0, and 1, 2, 7, 11, 15, and 20 for c2/c0, for n 	
5, 10, 20, 30, 40, and 50, respectively, and so the
numbers of correct digits are about half of those for
the energy. The accuracy of c1/c0 is better than that
of c2/c0, and this tendency is general. It is clear that
when we terminate the expansion in Eq. (26) at the
nth order and calculate each coefficient by the vari-
ation principle, as we do in the present FC method,
then the effect of termination should be largest on
the nth term (the last term), less for the (n � 1)th
term, less again for the (n � 2)th term, and so on. It
is also interesting to note that the values of both
ratios, c1/c0 and c2/c0, approach the exact values
from smaller absolute values.

The sixth column shows the wave function error
defined by Eq. (18). This quantity shows an average
square deviation of the FC wave function at each
order n from the exact wave function. This quantity
again converges well to the exact value, 0.0. It is
interesting to compare this quantity with the H-
square error shown at the next column, which is the
average of the square of the error of the Schröd-
inger equation, �n � �H � En��n, at each order.
The convergence behaviors of these two quantities
are similar, although the �-square error converges a
little faster than the H-square error. These errors at
n 	 50 are quite small: 10�46 and 10�44. It is inter-
esting to note that the number of correct digits of
the H-square error and the wave function error are
almost equal to the number of correct digits of the
calculated energy. For the H-square error, they are
4, 8, 17, 26, 35, and 44 for n 	 5, 10, 20, 30, 40, and
50, respectively, which are almost the same as the
numbers of the correct digits of the energy, 4, 8, 17,
26, 36, and 45, shown earlier. In our experience, this
is valid in general, and this rule may be used to
estimate the accuracy of the calculated energy, be-
cause it is easy to calculate the H-square error in the
FC method.

The last two columns show the average local
energy near the nucleus and the cusp value, which
should converge to the exact values, �0.5 and �1,
respectively. These quantities are the properties
near the nucleus and so are affected strongly by the
Coulomb singularity at the nucleus. These values
are rather difficult to calculate correctly. Actually,
the initial values of these quantities are far from the
correct values, particularly on the local energy.
Nevertheless, these values calculated from the FC
wave function converge well to the exact values.
Note that the cusp value and the coefficient ratio
c1/c0 are essentially the same thing.
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Thus, all the quantities shown in Table II con-
verge to the exact values. From a theoretical basis,
this is very natural, because the FC wave function
must converge to the exact wave function, but the
present result shows numerically that the conver-
gence is quite fast with the FC method. By extrap-
olating the present result, it is safe to say that the FC
method certainly gives the exact wave function at
convergence. This had been proved already by the
theory, but the present result supports it numeri-
cally.

GAUSSIAN INITIAL FUNCTION

We next use the Gaussian function as the initial
function of the FC method, i.e., �0 � e��r2. The
value of � was fixed to 1/16 	 0.0625, which is close
to the optimally fitted (in a least mean square sense)
exponent, 0.0677 of a single Gaussian orbital to a
single Slater orbital, e�0.5r, used in the previous sec-
tion. Therefore, the qualities of the initial Slater and
Gaussian functions are similar. The scaling function
g is r as for the Slater case. Because the Hamiltoni-
ans given by Eq. (2) have only the differentiation
operator and the potential operator, the free ICI
process given by Eq. (15) produces only Gaussian
functions at any order. It does not modify the func-
tional type: we obtain only Slater-type functions
from the Slater initial function and only Gaussian-
type functions from the Gaussian initial function.
Therefore, it is interesting to see how the FC wave
function satisfies the cusp condition when starting
from the Gaussian function.

When one applies the FC method to the Gauss-
ian initial function, the FC wave function is gener-
ated as:

��n� � �
i	0

n

�ci,1r3i�4 � ci,2r3i�2 � ci,3r3i�e��r2

� �
j	0

Mn

cjrje��r2. (28)

In the above equation, the powers of r must be
nonnegative and so c0,1 � c0,2 � c1,1 � 0. The
number of terms at order n, Mn is M0 � 1 and
Mn � 3n for n � 1. This is three times larger than
for the Slater case.

The cusp value of the FC wave function given by
Eq. (28) is calculated as:

Cusp�n� �
c1

c0
�

c1,2

c0,3
, (29)

which should be equal to �1 for the exact wave
function. Only the first two coefficients in Eq. (28)
are related to the cusp value. Because the values of
c0 and c1 change as the order of the FC method
increases, the cusp value should be improved as the
order n increases. In contrast to Eq. (24) of the Slater
case, the cusp value in the Gaussian case is inde-
pendent of the value of �, as is easily expected: it is
simply equal to the ratio c1/c0. When the Gaussian
set includes only s-type Gaussians, e��r2, the cusp
value can never be described. This situation is dif-
ferent from the generation of a Slater-type function
from a Gaussian function. For example:

e��r �
�

2���
0




��
3
2e��2/4�e��r2d�, (30)

requires Gaussian functions with an infinite num-
ber of different exponents. However, in the FC
method, it always generates the term re��r2, so that
it has the potential to describe the cusp value well,
even if we start from the Gaussian function.

Similar to the Slater case, if we apply the condi-
tion that the local energy should be equal to the
exact energy even at the nuclear-electron singular-
ity point, i.e., Eq. (24), together with the cusp con-
dition, we obtain the relation:

c2

c0
�

at exact

�
c2,1

c0,3
�

at exact

�
1
3�Z2 � E� � �, (31)

for the Gaussian case, where Z is the nuclear charge.
It is interesting to use the cusp condition and also

the local energy condition at the nucleus as the
constraints to the trial wave function, but in the
present FC calculations, we performed free varia-
tion without using any constraints at all. When we
perform the FC calculations to essentially infinite
order, these two calculations should give the same
results, i.e., the exact wave function and energy.

We summarize in Table III the various quantities
calculated from the FC wave function starting from
the Gaussian initial function. The first column
shows the order n and the second shows the num-
ber of complement functions Mn in each order of
the FC calculation. The third column is the varia-
tional upper bound energy. It converges from
above to the exact value of �0.5 au. The number of
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correct digits in energy is 10, 19, 28, 34, 39, and 43
for n 	 5, 10, 20, 30, 40, and 50, respectively. Be-
cause the number of Gaussian functions at each
order is three times larger than that for the Slater
case, the energy is relatively good for small orders,
but, at n 	 50, the result for the Slater function with
51 complement functions is better than that for
Gaussians with 150 complement functions. Al-
though these results are also dependent on the val-
ues of the exponents, � and �, we may conclude
that the Slater function is a better function, as ex-
pected, for describing the hydrogen atom using the
FC method.

The fourth and fifth columns show the coeffi-
cient ratios c1/c0 and c2/c0, which must be �1 and
9/16 	 0.5625, respectively, for the exact wave
function. These values were estimated from Eqs.
(29) and (31). As a feature of the variation calcula-
tion, the coefficients converge more slowly than the
energy. The number of correct digits of c1/c0 are 3,
8, 13, 15, 18, and 19 and those for c2/c0 are 2, 7, 10,
13, 16, and 17, respectively, for n 	 5, 10, 20, 30, 40,
and 50. These numbers are less than half those for
energy. The coefficient c2/c0 is always less accurate
than c1/c0 for similar reasons to those for the Slater
case. These coefficients oscillate while converging
to the exact value.

The sixth and seventh columns show the wave
function error and the H-square error. They con-
verge very rapidly to the exact value, zero. The
accuracy of these values at each order in the present
Gaussian case is similar to that in the previous
Slater case, although the number of functions, Mn is
three times larger than in the Slater case. Again, the
numbers of correct digits of the H-square error, 9,
19, 27, 33, 39, and 44 are almost the same as the
numbers of correct digits of the calculated energy,
10, 19, 28, 34, 39, and 43 for n 	 5, 10, 20, 30, 40, and
50, respectively. This again supports the estimation
in the FC method about the number of correct digits
of the calculated energy from the accuracy of the
calculated H-square error.

Finally, the last two columns show the local energy
near the nucleus and the cusp value. The cusp value
starts from zero in the present Gaussian case and
gradually approaches the correct value. This shows
that even starting from the Gaussian function, the FC
method finally gives the correct cusp value. This is
necessary for the FC method to give the exact wave
function at convergence, because the exact wave func-
tion must satisfy the cusp condition. The local energy
is very low for lower orders, because this quantity
reflects the singularity of the attractive nuclear poten-

tial at the nuclear origin, but gradually approaches the
correct value from about order 5 and becomes more
and more correct as the order increases.

Thus, even starting from the Gaussian function, all
the quantities shown in Table III converge well to
their exact values. This should be so, because in our
theoretical proof of the exactness of the free ICI the-
ory, we did not assume any restriction on the initial
wave function, except that it should have an overlap
with the exact wave function to be calculated. There-
fore, the Gaussian function can safely be used as the
initial function of the FC method. This may be partic-
ularly so in molecular calculations. From the compu-
tational point of view, any function can be used if the
integrations in the variation calculations or the sam-
pling in the LSE calculations are easy. A rapid con-
vergence, i.e., a correctness of the calculated wave
function versus the number of complement functions
Mn used, is an important criterion in the choice of the
initial function. In this sense, the Slater function is
much better than the Gaussian function. In the
present case, about three times more functions were
used for the Gaussian functions than for the Slater
functions. In both variation and LSE calculations, the
smaller number of functions in the Slater case is def-
initely a merit.

Electron–Nucleus and
Electron–Electron Cusp Conditions
for the Helium Atom and the r12
Terms

For more than two particle systems, there is a
chance where particles 1 and 2 with the coordinates
r1 and r2 approach each other within a very small
distance r (r � � r1 � r2�), and all the other particles
3, 4, … are well separated from particles 1 and 2,
i.e., r� � r, where r� represents the particle–particle
distances between ri and rj (i 	 1 or 2 and j 	 3,
4, …). Kato [33] rigorously proved the cusp condi-
tion for such a many-electron system as:

��

r
�

r	0

� ���r � 0�, (32)

where �� represents the spherically averaged wave
function around r � 0. The value � should be �Z
(the nuclear charge) for electron–nucleus coales-
cence, and 1/2 for electron–electron singlet pair
coalescence. Pack and Byers Brown [35] derived the
explicit formulations of the coalescence conditions
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without spherical averaging and for identical par-
ticles. The spatial wave function at the coalescence
point of the identical particles should be symmetric
or antisymmetric to the interchange of the particles.
The Pauli principle requires that the spatial wave
function of the singlet pair must be symmetric and
that of the triplet pair should be antisymmetric and,
therefore, the triplet-pair wave function becomes
� � 0 at r � 0.

For many-electron systems, the wave function
may be expanded (and spherically averaged)
around r12  0 as:

�� � c0 � c1r12 � c2r12
2 � . . . , (33)

where r12 is an electron–electron distance. Eq. (33)
implies the importance of including the r12 term
explicitly in the wave function. In 1929 [36], Hylle-
raas first introduced the explicit r12 dependence in
his wave function of the helium atom and obtained
the energy accurate to within mH with only three
terms in the wave function. To achieve the same
accuracy with the ordinary orbital expansion
method, many functions would become necessary.
So, it is important to describe well the behaviors of
the wave function around the region near r12  0.
If the first two coefficients in Eq. (33) satisfy the
relation:

c1 �
1
2c0, (34)

then the electron–electron cusp condition given in
Eq. (32) is satisfied.

In the FC method, such explicit r12 dependence is
automatically generated in the ICI step and, therefore,
the FC wave function shows quite excellent conver-
gence to the exact wave function. This has actually
been shown previously for the helium atom, giving
highly accurate energy, wave function, and properties
[19, 21, 23, 24]. More recently [25], we have further
examined the local energy, H-square error, and en-
ergy upper and lower bounds using the FC wave
function of the helium atom and shown the highly
accurate nature of the FC wave function. Here, we
rigorously examine the electron–nucleus and elec-
tron–electron coalescence properties using the same
wave function of the helium atom [19].

The electron–nucleus and electron–electron cusp
conditions for the nth-order FC wave function of
the helium atom ��n� are expressed, similarly to Eq.
(21), as:

Cusp�n��r�� �
1

��n��r � 0�
�
��n�

r �
r	0

, (35)

where r � � r1 � r2�. The difference from Eq. (21) is
that the cusp value of Eq. (35) depends on the other
coordinate r� � r3 � r1. Without any spherical
average, if particles 1 and 2 approach each other per-
pendicularly to r�, i.e., r � r� � 0, then the cusp value,
Cusp�n��r�� depends on the distance r� �Cusp�n��r��) but,
at any r�, it should converge to �Z for the electron–
nucleus case and 1/2 for the electron–electron singlet-
pair case as the order n increases.

Tables IV and V show the convergence behaviors
of the cusp values, Cusp�n��r�� given by Eq. (35), for the
electron–nucleus and electron–electron coalescences,
respectively, with the condition r � r� � 0, i.e., ��
� �/2. Because such cusp values are still a function
of r�, we tested three cases with r� 	 0.03, 1.0, and 5.0
(a.u.). Although the FC wave function [19] was calcu-
lated without any constraint on the cusp properties,
the electron–nucleus and electron–electron cusp val-
ues of the FC wave functions converge to the correct
values as the order n increases, even for different
values of r�. When r� 	 0.03, the third particle is very
close to the coalescence point, and therefore, the con-
vergence is slightly worse than in the two other cases.
However, these cusp values with r� 	 0.03 attain the
correct precision of almost 19 digits at the order n 	
27 for both the electron–nucleus and electron–elec-
tron cases; they have almost the same or slightly
better accuracy as the accuracy of the wave function
estimated from the H-square error [25]. This indicates
that the FC wave function was calculated correctly
even in the region very close to the electron–nucleus
and electron–electron coalescence regions.

If r� approaches much closer to 0, i.e., if all three
particles collide, then our assumption of r � r� � 0 is
not satisfied and we must consider the three-particle
coalescence condition explicitly. Several authors have
studied the three-particle coalescence condition exten-
sively [37–39]. The logarithmic weak singularity is
very important to represent this condition well, and
we introduced such a logarithmic singularity into our
FC wave function [19]. We have also shown that the
exponential integral (Ei) function can also describe the
same weak singularity property even better than the
logarithm function [24].

Conclusions

We have shown how the FC method improves
the wave function starting from a given initial wave
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function, taking the hydrogen atom as an example.
We have shown two versions of this process, start-
ing from the Slater function and the Gaussian func-
tion. The accuracy of the wave function in the
course of the FC calculations was checked by ex-
amining the wave function itself, using c0, c1, and c2,
and several other quantities: the energy, wave func-
tion error, H-square error, average local energy
near the nucleus, and the cusp value. All these
quantities converged well to the exact values, irre-
spective of the type of initial function used. It was
shown numerically that the FC method certainly
gives the exact wave function at convergence.

Between the Slater and Gaussian functions, the
accuracy was similar at each order. However, the
number of complement functions was three times

larger in the Gaussian case than in the Slater case,
and therefore, practically speaking, the Slater func-
tion is superior to the Gaussian function. Although
the starting Gaussian function did not have a cusp,
the FC method improves this property as well and
finally the cusp value becomes essentially the exact
value. The same was true for the Slater case: al-
though the initial cusp was wrong, it became al-
most exact at a high order of the FC calculations.

As an example of many-electron cases, the elec-
tron–nucleus and electron–electron cusp conditions
were examined for the FC wave function of the
helium atom published in an earlier paper [19]. The
FC method automatically generates the comple-
ment functions including the r12 prefactors explic-
itly. Therefore, the FC method improves not only

TABLE IV ____________________________________________________________________________________________
Electron–nucleus cusp values of the FC wave functions of helium atom published in [19].

na Mn
b

Cusp�n�
N � e�r�,�� � �/2� (a.u.)

r� � 0.03 r� � 1.0 r� � 5.0

0 2 15.800818910489975718562 –1.714691761867488968865309 –1.81050235465118582747250
1 10 5.7656200348575955966519 –2.037695302738053451073425 –1.93885007205207453085670
2 34 –2.004006089500033721060 –2.002504052234478500223599 –2.00492083097179888665935
3 77 –0.6907654637216551659013 –2.000095337681210167679009 –1.99971747640800371454340
4 146 –2.084238608631479552328 –1.999960751001985481002999 –2.00015420324811064257670
5 247 –2.008980415080118959667 –2.000004034901946326124536 –1.99999304204835715978318
6 386 –1.999071200433179942111 –2.000000252006472327502965 –2.00000100131988011343124
7 569 –1.999952965873027058359 –1.999999990139523025500075 –1.99999947142251626522246
8 802 –2.000005321742295295912 –2.000000001732245168503244 –2.00000011212220909873839
9 1,091 –2.000001471632546928489 –1.999999999954741231937599 –1.99999997932798968526278

10 1,442 –1.999999861472086577460 –2.000000000028992139510927 –2.00000000344673723392008
11 1,861 –2.000000000505346833941 –1.999999999994506214502899 –1.99999999946760042302302
12 2,354 –1.999999999266341600055 –2.000000000000770317391674 –2.00000000009025112007165
13 2,927 –2.000000000124129877163 –1.999999999999918885202492 –1.99999999998436694386263
14 3,586 –1.999999999986243251568 –2.000000000000007641057691 –2.00000000000265742947846
15 4,337 –2.000000000000994338045 –1.999999999999998856501484 –1.99999999999955448364436
16 5,186 –2.000000000000242424477 –2.000000000000000172175707 –2.00000000000007306734972
17 6,139 –2.000000000000055805156 –1.999999999999999968175846 –1.99999999999998812436025
18 7,202 –2.000000000000002702633 –2.000000000000000006492680 –2.00000000000000192795141
19 8,381 –1.999999999999998362005 –1.999999999999999998818275 –1.99999999999999968668361
20 9,682 –1.999999999999999858871 –2.000000000000000000112782 –2.00000000000000005084416
21 11,111 –2.000000000000000082375 –1.999999999999999999973697 –1.99999999999999999177068
22 12,674 –2.000000000000000013560 –2.000000000000000000016585 –2.00000000000000000132618
23 14,377 –1.999999999999999975596 –1.999999999999999999997746 –1.99999999999999999978670
24 16,226 –1.999999999999999983930 –1.999999999999999999998202 –2.00000000000000000003546
25 18,227 –1.999999999999999996283 –2.000000000000000000000911 –1.99999999999999999999279
26 20,386 –2.000000000000000000600 –1.999999999999999999999660 –2.00000000000000000000249
27 22,709 –2.000000000000000000286 –2.000000000000000000000175 –1.99999999999999999999858

Exact –2.0 –2.0 –2.0

a Order.
b Number of the complement functions at order n.
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the ri dependence (electron–nucleus) of the wave
function, but also the rij dependence (electron–elec-
tron) of the wave function, and so makes the wave
function essentially exact at high orders. This was
supported here from the cusp values, as well as
many other properties examined in an earlier article
[25].
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