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CHAPTER 4

EXPLORING PHOTOBIOLOGY AND BIOSPECTROSCOPY
WITH THE SAC-CI (SYMMETRY-ADAPTED
CLUSTER-CONFIGURATION INTERACTION) METHOD

JUN-YA HASEGAWA1 AND HIROSHI NAKATSUJI∗2

1 Department of Synthetic Chemistry and Biological Chemistry, Graduate School of Engineering,
Kyoto University, Katsura, Nishikyo-ku, Kyoto 615-8510, Japan
2 Quantum Chemistry Research Institute, Kyodai Katsura Venture Plaza 106, Goryo Oohara 1-36,
Nishikyo-ku, Kyoto 615-8245, Japan

Abstract: Recent SAC-CI applications to photobiology and biospectroscopy were summarized.
The SAC-CI method is an accurate electronic-structure theory for the ground, excited,
and ionized states of atoms and molecules in various spin multiplicities. The present
SAC-CI code is available in Gaussian 03 and is applicable to moderately large systems.
The recent topics covered in this review are (i) Circular dichroism (CD) spectrum of a
nucleoside, uridine, (ii) photo-cycle of phytochromobilin in phytochrome, (iii) excited
states and electron-transfers in bacterial photosynthetic reaction centers, (iv) color-tuning
mechanism of retinal proteins, (v) excitation and emission of green fluorescent proteins
(GFP), and (vi) emission color-tuning mechanism of firefly luciferin. These successful
applications show that the SAC-CI method is a useful and reliable tool for studying
molecular photobiology and biospectroscopy

Keywords: SAC-CI, Excited State, Photo-Biology, Biospectroscopy, Circular Dichroism,
Phytochrome, Photosynthetic Reaction Center, Electron Transfer, Color-tuning
Mechanism, Retinal Protein, Green Fluorescent Protein, Firefly Luciferase

4.1. INTRODUCTION

Light is indispensable for life. Green plants and some bacteria use solar energy
for the energy source in their photosynthesis [1–3]. Archeal bacteriorhodopsin is a
membrane bound protein and works as a light-driven proton pump [4, 5]. Another
role of light is information carrier that is recognized in vision and photo-sensors.
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Our retina has red, green, and blue cones which include rhodopsins as photo-
receptors [6–8]. Phytochromes are photo-sensors of green plants [9]. Biological
luminescences from fireflies [10] and some jellyfishes [11] are also beautiful activ-
ities of living organism. Recently, fluorescent proteins are routinely applied as
molecular markers for gene expression in the field of molecular biology [12].

These photobiological events occur as photochemical reactions in proteins. The
key steps of the reactions are electronic excitations, electron transfers, struc-
tural relaxations, and emissions of photo-functional pigments involved in proteins.
Proteins must therefore play important roles for adjusting not only the ground
electronic structure but also the excited electronic structure of the functional
pigments. Interactions between the ground and excited pigments and the protein
environment would be important for controlling the function. To figure out the
mechanism of the photo-functions and further to control them, if possible, it is
important to elucidate detailed electronic structures of the pigments in proteins in
both ground and excited states.

Quantum chemistry plays vital central roles in clarifying and understanding the
mechanisms of these photobiological events. Electronic structures and transitions of
active centers in proteins obey the principles of quantum mechanics, and molecular
properties dramatically change after the transitions. In addition, photochemical
events in excited states are often transient and sometimes difficult to study in
experimental approaches. If an accurate and reliable theory exists and can be applied
to photobiological subjects, one can obtain not only rational explanations but also
predictions on the photo-functions of the active centers and proteins.

Recent advances in theoretical and computational chemistry opened a door for
clarifying the electronic origins and mechanisms of the photobiological phenomena.
To obtain reliable understanding on these subjects, a choice of reliable and useful
electronic-structure methodology is one of the most crucial aspects in performing
theoretical studies. The accuracy and reliability of the method are crucial particularly
in photobiology and biospectroscopy, because the energy ranges of the phenomena
are relatively narrow in biology. Further, without accuracy and reliability, new
predictions are absolutely hopeless. In such critical situations, theories with semi-
empirical nature and the time-dependent density functional theory (TDDFT) are
difficult to apply, since the error bars of these theories are wider than the typical
energy width of the biological phenomena.

The symmetry-adapted cluster (SAC) [13, 14]/SAC-configuration interaction (CI)
[15–18] methodology was proposed by Nakatsuji in 1978 and developed in his
laboratory [19–22] as an accurate electronic-structure theory for ground and excited
states of molecules. The method has been applied so far to more than 150 molecules
[19–22] and established as a useful method for studying chemistry and physics
involving various electronic states. The analytical energy gradient method for the
SAC/SAC-CI energy was developed [23–27]. This is an important tool for geometry
optimizations and for studying the relaxation processes of molecules in their excited
states. The SAC/SAC-CI code was released through Gaussian 03 program [28]. The
SAC/SAC-CI code permits one to do perturbation-selection of linked excitation
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operators [29], which permits the method to be applicable to very fine spectroscopy
of relatively small molecules to photobiology and biospectroscopy of relatively
large molecules.

In this review, we provide an overview of our SAC-CI applications to some
important photobiological and biospectroscopic subjects. In Section 4.2, the method-
ological and the computational aspects of the SAC-CI method are briefly explained.
Next, we review some recent SAC-CI applications to circular dichroism (CD)
spectrum of a nucleoside, uridine (Section 4.3), structural identification of some key
isomers in phytochrome (Section 4.4), (iii) excited states and electron transfer in
bacterial photosynthetic reaction centers (Section 4.5), (iv) color-tuning mechanism
of retinal proteins (Section 4.6), (v) excited states of green fluorescent protein
and its mutants (Section 4.7), and (vi) emission color-tuning of firefly luciferase
(Section 4.8). Through these successful applications, we show that the SAC-CI
method is a useful tool for the studies in photobiology and biospectroscopy.

4.2. SAC-CI THEORY AND THE COMPUTATIONAL
PROGRAM: A BRIEF OVERVIEW

In this section, we explain the SAC-CI method and the computational program. For
detailed descriptions, we refer to the original papers [13–18] and the earlier review
articles [19–22].

The SAC/SAC-CI method is a correlated electronic-structure theory for the
ground and excited states in various spin multiplicities. The SAC method belongs
to the coupled-cluster theory [30, 31]. In the case of a closed-shell singlet state, the
SAC wave function is written as

�SAC
g = exp

(
Ŝ
)

��0� � (4-1)

where �0 is the reference determinant, and Ŝ is the linear combination of the
excitation operators,

Ŝ =∑
I

CI Ŝ
†
I � (4-2)

The excitation operator ŜI is symmetry-adapted, which discriminates between the
SAC and ordinary CC methods. The CI is the coefficient of the operator. Applying
the variational principle, we obtain the variational SAC equations.

〈
�SAC

g

∣∣ Ĥ −Eg

∣∣�SAC
g

〉= 0 (4-3)
〈
�SAC

g

∣∣ (Ĥ −Eg

)
Ŝ†

I

∣∣�SAC
g

〉= 0 (4-4)

These equations are iteratively solved to determine the energy and the coefficients.
The SAC wave functions for open-shell systems were also defined and described
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elsewhere [13, 32]. Since the correlation energy calculated by the SAC method is
size-extensive, the method is applicable to large systems.

The Eq. (4-4) actually indicates the generalized-Brillouin theorem. This theorem
implies that a function Ŝ†

I

∣∣�SAC
g

〉
is the basis function for describing the excited

states. Let us consider an excited function,

�K = P̂Ŝ†
K

∣∣�SAC
g

〉
� (4-5)

where P̂ is the operator which projects out the ground state SAC wave function.
Using Eqs. (4-3 and 4-4), it is easily shown that these functions ��K� satisfy orthog-
onality and Hamiltonian orthogonality to the ground-state SAC wave function.

〈
�K

∣∣�SAC
g

〉= 0� ��K� Ĥ � �SAC
g

〉
= 0 (4-6)

Therefore, the excited state wave function can be described by a linear combination
of the basis functions,

�SAC−CI
e =∑

K

dK�K� (4-7)

where dK is the coefficient of the function. This is the SAC-CI wave function
[15–17] which satisfies the correct relationship between the ground and excited
states,

〈
�SAC

g � �SAC−CI
e

〉= 0 and
〈
�SAC

g

∣∣Ĥ∣∣ ��SAC−CI
e

〉
= 0� (4-8)

To determine the SAC-CI coefficients �dK�, we applied the variational principle
and obtained the variational SAC-CI equation.

��K�
(
Ĥ −Ee

) ∣∣�SAC−CI
e

〉= 0 (4-9)

The Eq. (4-9) is an eigen equation and gives multiple excited states by single
diagonalization. The different SAC-CI solutions are therefore orthogonal to each
other.

〈
�SAC−CI

f � �SAC−CI
e

〉= 0 and
〈
�SAC−CI

f

∣∣Ĥ∣∣�SAC−CI
e

〉
= 0� (4-10)

In the SAC-CI equations described above, the symmetries of the excitation operators
were implicitly limited to be the same as those in the ground SAC wave function.
However, the Eqs. (4-5–4-10) were also valid for the excitation operators having
different symmetries.

�K = P̂R̂†
K

∣∣�SAC
g

〉
(4-11)
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Now, the R̂†
K operator is not only singlet excitations but also triplet, doublet (ionized

and electron-attached), and higher-spin multiplicities. Thus, the SAC-CI method
can calculate the ground and excited states in various spin-multiplicities.

These formulations based on the variation principle provided the beautiful
equations for the ground and excited states. However, in a practical point of view,
it is very difficult to solve the Eqs. (4-3, 4-4, and 4-9), since the exponential expan-
sions reach full-CI limit. We introduced non-variational equations for the SAC
method,

〈
�0

∣∣Ĥ −Eg

∣∣�SAC
g

〉
= 0 (4-12)

〈
�0 � ŜI

(
Ĥ −Eg

)
� �SAC

g

〉
= 0� (4-13)

and for the SAC-CI method,

��0� R̂K

(
Ĥ −Ee

) ∣∣�SAC−CI
e

〉= 0� (4-14)

These equations are obtained by projecting the Schrödinger equation onto the space
spanned by the linked configurations. Since the solutions of the non-variational
equations are close to the full-CI ones [33], the deviation between the variational
and non-variational solutions would be small for the molecules in the equilibrium
structures. These non-variational equations were used for solving the SAC and
SAC-CI wave functions in the actual applications.

There is no restriction in the order of the excitation operators in the SAC and
SAC-CI theories. The SAC/SAC-CI solutions become exact, if one includes the
excitation operator up to the full-CI limit. This implies that the accuracies of the SAC
and SAC-CI solutions can be improved systematically by including the higher-order
excitation operators. This is one of the great advantages of the SAC/SAC-CI method
over DFT. For the practical calculations, there are two standards with respect to
the excitation operators in the SAC-CI wave function. For calculating one-electron
excitation, ionization, and electron-attachment processes, it is sufficient to include
singles and doubles linked excitation operators in the SAC-CI wave functions (SAC-
CI SD-R method) [19–22]. For describing many-electron processes like shake-up
ionizations, we must include higher-order excitation operators in the SAC-CI linked
operators, which is the general-R method [18]. This approach has been successfully
applied to the valence ionization spectra with satellites, molecular structure of
multi-electron processes, and the excited states of open-shell systems [21].

The computational code for the SAC and SAC-CI methods was completed in
1978 [16, 17] and published in 1985 (SAC85) [34]. In 2003, the SAC-CI code was
incorporated into the Gaussian03 program package [28]. Figure 4-1 overviews the
available functions of the SAC-CI program in Gaussian03. Using this code, we can
calculate the electronic structures and energy gradients of any ground and excited
states from singlet to septet spin multiplicities in both SAC-CI SD-R and general-
R accuracies. To study molecular structures, chemical reactions, and dynamics
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SAC/SAC-CI program

Accurate correlation theory for ground and excited states
(H. Nakatsuji, 1978)

SAC singlet closed-shell state (ground state)

singlet excited states
triplet ground & excited states
ionized states (doublet ground & excited states)

SAC-CI

Energy Gradient (Force acting on nuclei)
Dynamics involving ground and excited states

Subject: Chemistry and Physics involving these states

quartet to septet ground & excited states

electron-attached states
(doublet ground & excited states)

Figure 4-1. Current SAC-CI program system released in Gaussian 03

involving the excited states, we implemented SAC-CI energy gradient (force acting
on nuclei) for any of these electronic states [23–27].

In order to calculate larger systems of our research interest, the SAC-CI program
adopted a perturbation-selection method [29]. By evaluating the perturbation energy
at the second-order level, important double-excitation operators are selected for the
SAC and SAC-CI wave functions. This method reduces the number of doubles
without losing much accuracy. Owing to these advantages, the SAC-CI method
has been successfully applied to the biological systems. In the Gaussian03 program
[28], we prepared three levels of energy thresholds: LevelOne, LevelTwo, and
LevelThree. LevelThree (default) uses (1 × 10−6 au, 1 × 10−7 au) for (ground,
excited) states. LevelTwo and LevelOne are defined as (5 × 10−6 au, 5 × 10−7 au)
and (1×10−5 au, 1×10−6 au), respectively. The LevelThree calculation is the most
accurate of the three and is used as the default condition. Calculations with the
lower levels are more approximate but computationally easier to apply the SAC-CI
method to larger systems. We generally observed that the relative energies among
the excited states were rather insensitive among these three threshold sets.

We introduced a new algorithm and succeeded in reducing the computation time
for the perturbation selection [35]. In Table 4-1, we show the timing data. The new
algorithm was compared with the previous one adopted in the Gaussian 03 rev. C02.
The system is a chromophore of Cyan Fluorescent Protein (CFP), C15H15N3O2(C1-
symmetry). A DZP basis sets [36] was used, and total 290 active orbitals (51
occupied and 239 unoccupied orbitals) were correlated in the SAC/SAC-CI calcu-
lation. The number of the reference states was 8 in the selection. The comparison
shows that the CPU time was remarkably reduced for singlet and triplet excited states.
The present selection algorithm was released in the Gaussian03 rev. D01.
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Table 4-1. CPU time for the perturbation selection. Cyan Fluorescent
Protein, C15H15N3O2 (C1-symmetry), with DZP level basis sets. The 1s
core and corresponding virtual orbitals were frozen. Total number of active
space is 290 (51 occ. & 239 unocc.)

CPU time (with HP DS25)

Integral sorting Selection

Singlet ground states
Previous none 3m 25s
Present 1m 30s 48s
Singlet excited states
Previous none 1h 53m 10s
Present 1m 38s 6m 7s
Triplet states
Previous none 6h 47m 53s
Present 1m 37s 11m 48s

4.3. NUCLEOSIDE: CIRCULAR-DICHROISM SPECTRUM
OF URIDINE

Photochemical properties of nucleic acids, DNA and RNA, are of great interest not
only in biology [3, 37–39] but also in material science [40]. There are many experi-
mental and theoretical studies on the excited states of nucleic acids (for review, see
refs. [38, 39]). Since nucleosides and nucleotides are chiral molecules, Circular-
Dichroism (CD) spectroscopy is a useful tool to identify the excited states having
very small intensity in the ordinary absorption spectrum. CD spectra of DNA are
also used for identifying the helical structures [41]. The CD signal is, however,
composed of both positive and negative peaks. Without accurate theoretical calcu-
lations, it is often difficult to assign the spectrum. As shown in Figure 4-2(a),
the experimental absorption spectrum of uridine shows two peaks at 260 (4.77
eV) and 205 nm (6.05 eV) [42]. The experimental CD spectrum has four peaks at
267 nm (peak I, 4.64 eV), 240 nm (peak II, 5.17 eV), 210 nm (peak III, 5.90 eV),
and 190 nm (peak IV, 6.53 eV) [42] as shown in Figure 4-2(b). Compared to the
absorption spectrum, the peak positions observed in the CD spectrum shift by
0.13∼0.15 eV. Moreover, the CD spectrum in �max > 240 nm range is so different
from the absorption spectrum.

SAC-CI method was applied to calculate the electronic CD spectrum of uridine
[43]. Based on theoretical CD and absorption spectra, observed peaks in the exper-
imental spectra were assigned. The rotational strength (R) in the length form [44]
was calculated as imaginary part of the inner product of the electric transition dipole
moment (ETDM) and magnetic transition dipole moment (MTDM).

Rab = Im 	��a� 
̂ ��b� ��b� m̂ ��a�� (4-15)

The ETDM and MTDM were calculated using the SAC and SAC-CI wave
functions. 
̂ and m̂ are electric and magnetic dipole moment operators, respectively.
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Figure 4-2. (a) Absorption and (b) CD spectra of uridine. In the theoretical CD spectrum, the calculated
rotational strengths (solid vertical lines) were convoluted with the Gaussian envelopes

Since the rotational strength includes the MTDM, the CD spectrum can detect
excited states having little oscillator strength in the absorption spectrum. For compu-
tational model, the OH and hydroxymethyl groups in the sugar ring are substituted
by the H atoms. Geometry was optimized at DFT(B3LYP [45, 46])/6-31G∗ [47, 48]
level. For calculating the excited states and CD spectrum, the basis functions
employed were TZ [49] with double polarization functions [50] plus double Rydberg
functions [36] for every C, N and O atoms in the base part. The DZ [36, 51] sets
were used for the other atoms. In addition, double Rydberg d-functions [36] were
placed on the center of the base ring. In the SAC-CI calculation, 1s orbitals of the
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C, O and N atoms were treated as the frozen orbitals. Perturbation selection [29]
was carried out at the “LevelTwo” level of thresholds.

In Figure 4-2, the SAC-CI theoretical spectra are compared with the experimental
ones. Excitation energy, second moment, oscillator strength, and rotational strength
are summarized in Table 4-2. The intense peak at 260 nm (4.77 eV) in the absorption
spectrum was assigned to the 21A state (valence � −�∗ excitation). The 31A state
(n−�∗ excitation) was located at 4.74 eV. The CD rotational strengths of these
states were opposite each other. Although the oscillator strength of the 31A state
is very small (0.0001 bohr), the calculated rotational strength (−6�42 × 10−40 cgs)
is comparable to that of the 21A state (17�00 × 10−40 cgs) in magnitude. Since the
signs of the rotational strengths are opposite, the two peaks cancel each other.
Consequently, the residual positive contribution from the 21A state is observed as
the positive peak I in the CD spectrum. This cancellation also shifts the peak I to
the lower-energy region in the CD spectrum.

Peak II was assigned to the 41A state which has negative rotational strength
(−5�42×10−40 cgs). The nature is a one-electron excitation from � orbital to mixed
∗ and Rydberg orbitals. The 41A state could also be ascribed to the shoulder in
the high-energy side of the 260 nm peak (4.77 eV) in the absorption spectrum.

Peak III was assigned to the 5∼71A states having negative rotational strength.
Peak IV in the CD spectrum would be ascribed to the positive rotational strength
from 91A and 111A states. Since the excitation energies of the 8∼111A states were
higher than 6.4 eV, these four states would contribute to the broad absorption in
this part of the absorption spectrum.

To understand the origin of the rotational strength, we performed factorization
analysis for the rotational strength of �−�∗ (21A) and n−�∗ (31A) transitions. The

Table 4-2. Singlet excited states of uridine calculated by the SAC-CI method

State Nature SAC-CI Exptla

Eb
ex Sec.c Osc.d Rot.e Eex(abs)f Eex(CD)g

X1A Ground State – −170 – – –
21A � −�∗ 4�64 −171 0�2875 17�00 4.77

}
4.64(+)

31A n-�∗ 4�74 −169 0�0001 −6�42
41A �−(Ryd,∗) 5�19 −228 0�0153 −5�42 5.17(−)
51A �−(Ryd,∗) 5�80 −241 0�0008 −1�00 }

5.90(−)61A �−(Ryd,∗) 5�90 −266 0�0144 −5�46 6.05
71A �−Ryd 6�24 −282 0�0026 −7�83
81A n-�∗ 6�40 −167 0�0004 −13�12

⎫
⎪⎪⎬
⎪⎪⎭

6.53(+)
91A �−(Ryd,�∗) 6�45 −276 0�0132 6�84
101A �−(Ryd,�∗) 6�57 −240 0�0944 0�75 >6.5
111A �−(Ryd,�∗) 6�66 −261 0�0182 34�57

a Reference [42]; b Excitation energy in eV; c Electronic second moment in bohr2; d Oscillator strength
in bohr; e Rotational strength in 10−40 cgs unit; f Peak maximum in the absorption spectrum [42]; g Peak
maximum in the CD spectrum [42]. Sign in the parenthesis denotes the sign of the rotational strength.
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rotational strength can also be expressed by using the angle � between ETDM and
MTDM.

Rab = Im
[∣∣�
ab

∣∣ ∣∣ �mab

∣∣ cos �
]

(4-16)

This analysis classifies the origin of the rotational strength in terms of the
magnitudes of the two transition moments and their angle. The latter determines the
selection rule of the optical activity. In the case of the � −�∗ transition (21A state)
of uridine, the angle between �
 and �m is almost orthogonal (89.07�). Although
the cosine part is very small, both ETDM and MTDM contribute to the rotational
strength. On the other hand, both ETDM and MTDM are small in the n−�∗

transition (31A state). However, the angle � (127.08�) significantly deviates from
90�, which is large enough to be observed in the CD spectrum. The reason of
the deviation is in the character of the n-orbital. Although the � and �∗ orbitals
of uridine are localized in the uracil moiety, the n-orbital has certain amount of
amplitude in the sugar part of uridine. The rotational strength of the �−�∗ transition
originates from the magnitude of the transition dipole moments, and that of the
n−�∗ transitions from the symmetry-lowering.

4.4. ON THE PHOTO-CYCLE OF PHYTOCHROME: STRUCTURE
OF Pf AND Pfr FORMS OF PHYTOCHROMOBILIN (P�B)

A biliprotein Phytochrome is one of the most important photoreceptors in green
plants [9] and controls the photo-morphogenic processes. Phytochrome exists in
one of two photo-interconvertible forms: physiologically inactive Pr and active
Pfr forms which absorb light in the red (�max = 668 nm, 1.86 eV) and in the far-
red (�max = 730 nm, 1.70 eV) regions, respectively [52]. The absorption of light
initiates the photoisomerization of phytochromobilin (P�B, Figure 4-3) included
in phytochrome. Several transient intermediates between the Pr and Pfr forms
were also detected and monitored by UV/vis spectroscopy [53]. Resonance Raman
spectroscopy [54–59] was used for studying the structure of P�B. Kneip et al.
proposed that P�B in the Pr form is in ZZZasa (C5-Z, C10-Z, C15-Z, C5-anti, C10-
syn, C15-anti) structure [59], while Andel III et al. reported that the Pr and Pfr forms
are ZEZaas and ZEEaaa isomers, respectively [56]. However, the crystal structure
of the phytochrome has not yet been obtained.

In such a situation, reliable theoretical studies on the absorption spectra would
provide useful information on the relationship between the structure and the
absorption spectrum. As shown in Figure 4-3, three models, A1, A2, and B, were
examined for the photo-isomerization. The Models A1 and A2 were based on the
Resonance Raman study by Kneip et al [59]. For Model A2, we also referred to a
study by Lippitsch et al. [60] in which a rotation around a single bond (C14–C15�
was also suggested (Hula Twist). Model B was based on the Resonance Raman
study by Andel III and co-workers [56].

In the computational model, substituents that do not conjugate with the �-orbitals
were replaced by the hydrogen atoms. We included a propanoic acid that mimics
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Figure 4-3. Possible mechanisms for the photo-isomerization of phytochromobilin

an acidic residue. We also evaluated protonation states of the N atom in the ring C
at DFT [61] (B3LYP [45])/6-31+G(d) level. In Models A1 and A2, the protonated
forms (P�B-H)+-(Asp)− were more stable than the neutral forms (P�B)-(Asp-H)
by 4.5 and 5.4 kcal/mol, respectively. These results agreed with the experimental
findings [55, 56, 59]. However in Model B, the neutral forms of ZEZaas and ZEEaaa
isomers were slightly more stable than the protonated ones by 0.7 and 3.4 kcal/mol,
respectively. Single-point SAC-CI/DZ calculations were performed for these struc-
tures. For the negatively charged oxygen atoms in the aspartate, single p-type anion
functions (� = 0�059) [36] were augmented. The frozen-core approximation was
introduced for the 1s orbitals of C, N, and O atoms and their corresponding virtual
orbitals were also treated as the frozen orbitals. The perturbation selection of the
excitation operators [29] was carried out with the LevelTwo set.

As shown in Figure 4-4, the SAC-CI results clearly showed that the spectral
change of Model A2 was very close to that of the experiment. The amount of the red-
shift was calculated to be 0.11 eV, which was very close to the experimental value
(0.16 eV). The calculated excitation energies for ZZZasa and ZZEass structures
were 1.73 and 1.62 eV, respectively, which were in reasonable agreement with
the experiment [52]. The oscillator strengths of the ZZZasa and ZZEass structures
were 1.31 and 0.77 au, respectively, and the change in the spectral intensity was
also reproduced. On the other hand, the SAC-CI results for Models A1 and B
could not explain the experimental spectra. From these results, we concluded that
protonated ZZZasa and ZZEass isomers are assigned to the Pr and Pfr forms of
P�B, respectively.

The UV/vis spectroscopy [53, 62] and time-resolved Circular Dichroism (TRCD)
[63] studies discovered lumi-R and meta-Ra states as the intermediate states between
the Pr and Pfr forms. The experimental absorption peak maxima of lumi-R (1.80 eV)
and meta-Ra (1.87 eV) states are very close to that of Pr form (1.86 eV) [62]. The
C15=C16 rotation is so far accepted as the primary step of the photo-isomerization
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Figure 4-4. (a) SAC-CI spectra for Model A2: ZZZasa (×) and ZZEass (©) isomers. (b) SAC-CI
spectra for Model B: ZEZaas (×) and ZEEaaa (©) isomers

[64]. Our present result showed that the structure differences between the Pr and Pfr

forms are both in the C15=C16 rotation from Z- to E-conformation and in the C14-C15

rotation from anti- to syn-conformation. Therefore, ZZEasa isomer is a possible
candidate for the lumi-R or meta-Ra forms. The calculated excitation energy for
ZZEasa isomer was 1.71 eV, which was 0.02 eV smaller than that of ZZZasa isomer,
Pr form. The result suggested that lumi-R and meta-Ra could have ZZEasa structure
as a basic skeleton.

4.5. BACTERIAL PHOTOSYNTHETIC REACTION CENTER:
EXCITED STATES AND ELECTRON TRANSFERS

Light-induced transmembrane electron transfer (ET) in the photosynthetic reaction
center (PSRC) is a key step of the energy production in the green plants and
bacteria [1–3]. The PSRC protein contains seven chromophores: bacteriochlorophyll
dimer (Special Pair, P), two bacteriochlorophyll monomers (BA, BB), two bacte-
riopheophytin monomers (HA, HB), and two quinones (QA, QB). The chromophore
alignment has pseudo-C2 symmetry as shown in Figure 4-5. The electron transfer
in the PSRC is unidirectional and highly efficient [65]. An excited electron at P is
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Figure 4-5. Chromophores in the photosynthetic reaction center (PSRC) of Rb. sphaeroides

sequentially transferred only along the A-branch in Rhodobactor (Rb.) sphaeroides
(L-branch in Rhodopseudomonas (Rps.) viridis). To investigate the primary photo-
chemical event, the SAC-CI method was applied to the photo-absorption spectrum
of the PSRC in Rps. viridis [66–68] and Rb. sphaeroides[69]. To clarify the unidi-
rectionality of the electron transfer, the SAC-CI wave functions were also used
for calculating the electronic factor in the electron-transfer rate constant [66–69].
The initial structure of the PSRC was taken from a X-ray structure (1PRC [70]
and 1OGV [71]). The SAC-CI/D95 [36] level calculations was performed for each
chromophore. The electrostatic effect from the protein was treated by a point charge
model using AMBER force field [72].

The photo-absorption and linear dichroism (LD) spectra of Rps. viridis calculated
by the SAC-CI method were compared with the experimental data as shown in
Figure 4-6. A total of 21 states were calculated in the energy region of 1.3∼2.8 eV.
Based on the theoretical spectrum and the other experimental findings, the 14
peaks observed in the experiment were assigned and their characters were clarified.
The root mean square (rms) error in the SAC-CI excitation energy was 0.14 eV,
indicating that reasonable assignments were obtained [66, 67]. The absorption
spectrum of Rb. sphaeroides was also assigned with an rms error of 0.11 eV [69].
These assignments provided a starting point for the photochemical studies of the
PSRC. The first peak, which is important as the initial state of the ET, is assigned
to the first excited state of P. The HOMO → LUMO excitation is the dominant
contributor to the wave function.

Using these SAC-CI wave functions, we calculated the electronic factor �HIF �2
in the ET rate constant.

kET = 2�

�
�HIF �2 �FC� � (4-17)

where FC is Frank-Condon factor which describes the contribution from the nuclear
dynamics. The details of the computational procedure are found in the previous
paper [68]. The results are summarized in Figure 4-7(a,b). The energy levels of
the states were taken from a previous experimental study [73]. In the case of Rps.
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Figure 4-6. Absorption and linear dichroism spectra for the PSRC of Rps. viridis. (a) SAC-CI theoretical
excitation spectrum [67], (b) Experimental absorption and linear dichroism spectra [146], (c) SAC-CI
theoretical linear dichroism spectrum [67]
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Figure 4-7. Electronic factors in the rate constant calculated for the electron transfers in the bacterial
photosynthetic reaction centers of (a) Rhodopseudomonas viridis, and (b) Rhodobactor sphaeroides

viridis (Figure 4-7(a)), the electronic factor of the ET from P to BL was 15 times
larger than that from P to BM [66, 68]. We note that BL, BM, HL, and HM in Rps.
viridis are equivalent to BA, BB, HA, and HB in Rb. sphaeroides, respectively. The
ET electronic factor for BL → HL was also larger than that for BM → HM [66, 68].
The unidirectional electron transfer in Rps. viridis was explained by the asymmetry
in the ET electronic factor. A decomposition analysis revealed that the asymmetric
electronic factor has structure-biological origin: the inter-chromophore distance in
the L-branch is 0.5 Å shorter than that of the M-branch [66, 68]. In the case of
Rb. sphaeroides, the calculated electronic factors of the P → B transfer were very
similar between the A- and B-branches as shown in Figure 4-7(b). However, for the
ET from B to H, the electronic factor of the A-branch ET was 20 times larger than
that for the B-branch. Therefore, the electronic factor for the B → H transfer is
relevant to the unidirectionality in Rb. sphaeroides. We decomposed the electronic
factor into the atom-atom contributions. For the ET from BA to HA, the atomic
distance of the most contributing pair is 2.95Å, while that of the corresponding
pair is 3.96Å in the B-branch. Therefore, the asymmetry in the structure was
commonly ascribed to the origin of the unidirectional ET both in Rps. viridis and
Rb. sphaeroides.

We also calculated the electronic factor for the charge recombination BA → P.
As shown in Figure 4-7(a,b). The results were 100 and 200 times smaller than
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that of the ET (BA → H) in Rps. viridis and Rb. sphaeroides, respectively. This
indicated that the electronic factor also controls the efficiency of the ET in the
PSRC. It is very interesting to note that the methyl groups play a crucial role in the
ET. The decomposition analysis showed that the H atoms of methyl group gives
an important contribution [69]. This is due to the hyper-conjugation between the
methyl group and the �-system of bacteriochlorophyll skeleton [69]. Such crucial
contribution of the hyperconjugation seems to be common to all of the electron
transfers in the PSRC, and should be recognized as a general principle.

4.6. RETINAL PROTEINS: COLOR-TUNING MECHANISM

Photo-absorption is the initial event of vision, photo-sensing, and ion-pumps in
retinal proteins [4–8, 74, 75]. The absorption maxima are regulated by the protein
environment (opsin) and widely spread from 360 to 635 nm [76] to furnish the
photo-receptors with the color sensitivity. However, the proteins include a common
chromophore, retinal. In order to identify physical mechanism of the color tuning
in the retinal proteins, many computational investigations have been performed by
using modern quantum-chemistry methodologies [77–87]. Among them, SAC-CI
studies gave systematically nice agreement to all of the retinal proteins studied [85–
87]. There are important requirements in the computational approach to reproduce
the experimental absorption energies. First, to accurately calculate the electronic
energy, the electron-correlation should be included appropriately for the ionic �−�∗

excited state of polyene-like molecule [88]. Second, the absorption energy is highly
sensitive to the bond-length alternation and the torsional angle of the polyene chain
[84, 86]. With Hartree-Fock (HF) optimized geometry, calculated excitation energy
significantly overestimates the experimental result [77, 78, 84]. The 2nd order
Moller-Plesset (MP2) perturbation theory or B3LYP [45, 46] perform better for the
geometry optimization [84, 86]. Third, the interactions between the chromophore
and the counter ion must be described properly. Point-charge model lacks the
higher-order electronic effects such as electronic polarization, charge-transfer, and
exchange interactions [77, 79, 84].

We reported ab initio QM/MM and SAC-CI studies on the color-tuning
mechanism of retinal proteins, bacteriorhodopsin (bR) [86], sensoryrhodopsin II
(sRII) [86], rhodopsin (Rh) [86], and human blue cone pigment (HB) [87]. The
QM(B3LYP/D95(d)) / MM(AMBER99 [89]) geometry optimizations were carried
out for the retinal proteins. In Figure 4-8, the structures of the QM segments are
illustrated. Active-site (AS) models included counter residues and a water, while
retinal (RET) models consisted of only the retinal protonated Schiff-base. The MM
segment describes the steric and electrostatic effects of the surrounding environment
from the rest of the system by means of the molecular mechanics. With the QM/MM
optimized structures, we calculated the absorption energies of the QM segment at
the SAC-CI/D95(d) level with the point charges representing the electrostatic field
of the surrounding protein.
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Figure 4-8. QM/MM optimized structures of the active-site of (a) bacteriorhodopsin (bR), (b) senso-
ryrhodopsin II (sRII), (c) rhodopsin (Rh), and (d) human blue cone pigment (HB). These active-site
(AS) models were also used for the QM region in the SAC-CI calculations

In Table 4-3, the SAC-CI results were summarized. The rms deviation between
the calculated and experimental absorption energies was 0.09 eV for 6 retinal
proteins. TD-B3LYP calculations were also performed with the same geome-
tries. The B3LYP absorption energies for sRII and Rh showed deviations from
experiment of 0.15 and 0.07 eV, respectively. However, the deviation in bR was
0.39 eV. TD-DFT results were also qualitatively different from the other methods
when the C6-C7 bond rotated [84]. Therefore, it would be difficult to use TD-
B3LYP method for clarifying the color-tuning mechanism among various retinal
proteins.

Mechanism of color-tuning was compared among bR, sRII, and Rh [86].
Absorption energies of both sRII and Rh are 2.49 eV, which is 0.31 eV larger than
that of bR. The origin of the spectral blue shifts was decomposed into three contri-
butions. The first one was the structural distortion of the chromophore due to the
protein confinement (Structural effect). The second one was the electrostatic (ES)
interaction between the chromophore and the surrounding proteins (ES effect). The
last one was the quantum effect of the counter-ion and a water molecule in the
vicinity of the retinal protonated Schiff base (PSB) (Counter-ion quantum effect).
These contributions were deduced from the absorption energies listed in Table 4-3.
The structural effect was evaluated as the difference of the absorption energies of
the “bare” chromophores.

�EStruct = ERET�bare
ex �A�−ERET�bare

ex �B� � (4-18)
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Table 4-3. The first excited states of rhodopsin (Rh), bacteriorhodopsin (bR), sensoryrhodopsin II (sRII),
and human blue cone pigment (HB) calculated by the SAC-CI and other methods

Protein QM region Environment SAC-CI Exptl. MRPT2 SORCI TD-B3LYP

Eex Eex Eex Eex

(eV) (eV) (eV) (eV) (eV)

bR/WTf AS in opsin 2.23 2.18j – – 2.57
RET 1.88 2.75d 2.34e 2.49
RET bare 1.30 – 2.05d 1.86e 2.31

bR/R82Ag AS in opsin 2.34 2.23k – – –
sRII/WTf AS in opsin 2.53 2.49l – – 2.68

RET 2.17 – – 2.58
RET bare 1.31 – – – 2.30

sRII/R72Ah AS in opsin 2.58 2.48m – – –
Rh/WTf AS in opsin 2.45 2.49i 2.86a – 2.52

RET 2.06 2.78b, 2.59c – 2.44
RET bare 1.36 – 2.72b, 2.72c – 2.53

HB/WTf AS in opsin 2.85 2.99
RET 2.50
RET bare 1.40 –

a CASPT2 result described in ref. [139], b CASPT2 result described in ref. [81], c CASPT2 result
described in ref. [140], d MRMP result described in ref. [77], e SORCI result described in ref. [84], f

Shows “Wild Type”, g Shows “R82A” mutant, h Shows “R72A” mutant, i Ref. [74, 75, 141], j Ref.
[142], k Ref. [143], lRef. [144], m Ref. [145].

where A and B denote the retinal proteins. The ES effect was the difference of the
spectral shift due to the electrostatic environment modeled by the point charges.

�EES = (
ERET�in opsin

ex �A�−ERET�bare
ex �A�

)− (ERET�in opsin
ex �B�−ERET�bare

ex �B�
)

(4-19)

The counter-ion quantum effect is the difference of the spectral shift between the
AS and RET systems.

�EQuantum = (EAS�in opsin
ex �A�−ERET�in opsin

ex �A�
)− (EAS�in opsin

ex �B�

−ERET�in opsin
ex �B�

)
(4-20)

The dominant contribution in both Rh and sRII turned out to be the ES effect.
The amount of the shift in sRII (0.28 eV) is by 0.16 eV larger than that in Rh
(0.12 eV). This difference arises from the character of the excited state and the
ES potential along the retinal skeleton. The first excited state is characterized
as an intramolecular charge-transfer (CT) state. As shown in Figure 4-9(a,b), the
HOMO and LUMO are located in the left- and right-halves of the chromophore,
respectively. On the other hand, due to the counter ion, the ES potential decreases
around the PSB part (Figure 4-9(c)). Therefore, the protein ES effect increases the
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Figure 4-9. (a) HOMO and LUMO distributions of rhodopsin (Rh), (b) Protein-electrostatic potential at
atoms in the retinal skeleton in atomic unit

CT excitation energy. The amount of the blue-shift was qualitatively explained by
the change in ES potential along the skeleton. This is a general feature seen in the
retinal protein including PSB.

The structural distortion effect in Rh (0.06 eV) was larger than that in sRII
(0.00 eV). This difference was mainly attributed to the torsion around the C6-C7

bond due to the steric repulsion (Figure 4-8(c)). The blue-shift mechanism of human
blue-cone pigment (HB) was compared to rhodopsin (Rh) in the same way [87]. As
shown in Table 4-3, the ES interaction (0.40 eV) is the dominant contributor to the
blue-shift. In order to analyze the ES interaction in more detail, we decomposed
the ES interaction into the contribution into each residue [87]. As in the previous
experimental studies [90], we found many residues contributing to the blue-shift
[91]. Among them, Ser183 and Tyr265 give leading contributions. Compared to
Rh, Ser183 and Tyr265 increase HOMO-LUMO gaps of the chromophore by 0.10
and 0.05 eV, respectively. We investigated the protein environment in the vicinity
of the retinal SB region of HB and Rh. The O-H bond orientation of Ser183 in
HB (Ser186 in Rh) and Tyr265 in HB (Tyr268 in Rh) were significantly different
between the two proteins. This is controlled by the hydrogen-bonding network
in HB and Rh. Ser289 in HB acts as proton donor, while hydrophobic Ala292
cannot mediate hydrogen-bonding network. Therefore, Ser289 in HB regulates the
hydrogen-bonding patterns around the SB region and indirectly contributes to the
spectral blue-shift.

4.7. GREEN FLUORESCENT PROTEIN (GFP) AND MUTANTS:
PHOTOABSORPTION AND EMISSION ENERGIES

Green Fluorescent Protein is involved in the jellyfish, Aequorea Victoria [11,
92–95] and has very efficient emission property. It is now widely used as an
excellent molecular marker in various fields of molecular biology [12, 96]. There
are theoretical studies investigating spectroscopy [97–104], potential surface of the
excited state [105–107], and protein environmental effect [35, 101, 104, 108–110].
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Figure 4-10. Computational models. (a–d) Chromophores of GFP and its mutants. Theoretical and
experimental absorption (Eex) and emission energies (Ef ) were also indicated. Roman numeral in the
parenthesis indicates computational model (see text), (e) Large active site model of BFP for the geometry
optimization, (f) Small active site model of GFP for the SAC-CI calculations

We also studied protonation state of GFP chromophore [103] and environmental
effect [35].

Several computational models were employed in our study [35]. Model I included
a chromophore in gas-phase (Figure 4-10(a–d)). Model II additionally involved a
point-charge model for protein electrostatic potential. In Model III, the atoms in the
active site (Figure 4-10(f)) were treated by quantum mechanics, and the rest of the
protein effect was treated by the point-charge model. The structures used in Models
II and III were obtained by using large active-site model (Figure 4-10(e)) at DFT
[61](B3LYP [45, 46])/6-31G∗ [47, 48] and CIS/6-31G∗ levels for the ground and
excited states, respectively.

For the excitation energy of GFP, SAC-CI calculations using Models I, II, and
III gave 3.23, 3.21, and 3.27 eV, respectively. These values are reasonably close
to the experimental value (3.12 eV [111]). For the fluorescence energy, SAC-CI
with Models I and II gave 2.70 and 2.73 eV, respectively. Since the excitation and
fluorescence energies obtained by the gas phase model (Model I) and the protein
model (Models II and III) were close to each other, the protein environment gives
minor contributions to the transition energies. Similar results were obtained for
Y66F mutant. We performed a decomposition analysis to clarify the environmental
effect [35]. Some neighboring residues, Gln94 and Arg96, decrease the excitation
energy [35, 101]. However, the rest of the protein-electrostatic effect increases the
excitation energy and diminishes the red-shift effect of Gln94 and Arg96.
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Radiating UV (254 nm, 4.9 eV) or visible (390 nm, 3.2 eV) lights induce photo-
chemical conversion of the GFP active site [12, 112, 113]. A charge-transfer
(CT) excitation from Glu222 to the GFP chromophore was thought to be a key
step in a hypothetical mechanism [113], although there was neither experimental
nor theoretical evidences for the CT excitation. We performed SAC-CI calcula-
tions for the excited states of GFP active site (GFP-W22-Ser205-Glu222-Ser65,
see Figure 4-10(f)) [35]. Such large-scale SAC-CI calculations were performed
with an improved code containing a new algorithm for the perturbation selection
[35]. Table 4-4 shows singlet and triplet excited states up to 5.5 eV. Since the
SAC-CI method can calculate many states distributed in a wide energy region,
spectroscopy is one of the best applied fields of the SAC-CI method. The results
indicated that a charge-transfer (CT) state is located at 4.19 eV, which could be
related to the channel of the photochemistry as indicated in a previous experi-
mental study [113]. On the other hand, there is no CT state below the 21A state
(3.27 eV). Since GFP has large two-photon absorption cross section [114, 115],
the chromophore could be excited to the states around 6.4 eV (3.2 × 2) by the
two-photon processes.

Recent developments realized variety of GFP mutants having different fluores-
cence colors [12, 96, 116–118]. We studied the excitation and fluorescence energies
of Blue Fluorescent Protein (BFP), Cyan Fluorescent Protein (CFP), and Y66F.
Protonation state of the chromophore is very important, when the excited-state
proton transfer is considered. In the case of BFP, there are two possibilities as
indicated in Figure 4-10(c-1 and c-2). Based on the excitation energy, the fluores-
cence energy, and total energy, we propose that the protonation state of the BFP
chromophore is the BFP-II structure. We also calculated the excited state of CFP
chromophore in two different conformations as shown in Figure 4-10(d-1 and d-2).
The SAC-CI results were close to those of anti-CFP structure. This result agreed
with the existing X-ray structure [119].

4.8. RED LIGHT IN CHEMILUMINESCENCE AND
YELLOW-GREEN LIGHT IN BIOLUMINESCENCE:
EMISSION COLOR-TUNING MECHANISM OF FIREFLY
LUCIFERIN

Firefly luminescence is intriguing photobiological phenomenon [10]. The firefly
luciferase enzyme (Luc) has also become an important tool for bio-molecular
imaging, because of the highly-efficient conversion of chemical energy into light
[120]. Therefore, the underlying molecular mechanism of color-tuning must be
clarified. In the case of North American firefly (Photinus Pyralis), the chromophore,
luciferin, is transformed into electronically-excited oxyluciferin (OxyLH2) inside
the Luc [121–127], and exhibits the yellow-green emission (556 nm, 2.23 eV). In
chemiluminescence (Figure 4-11(b)), keto- and enol-OxyLH2 emit red (620 nm,
1.97 eV) and green (560 nm, 2.20 eV) lights, respectively [125–127]. Because of
the similarity, the yellow-green bioluminescence had long been ascribed to the
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Figure 4-11. Proposed mechanism for (a) bioluminescence and (b) chemiluminescence of the firefly
[126]. (c) micro-environment mechanism [136–138, 147], and (d) our mechanism proposed in this study
[131]

enol-form of OxyLH2 [125–127]. Recently, Branchini and co-workers found that
keto-constrained OxyLH2 shows the yellow-green emission in the Luc [128, 129].
This indicated that the color of the firefly luminescence may be controlled only
within the keto-form. We investigated the emission color-tuning mechanism of the
firefly luciferin: red light in chemiluminescence and yellow-green light in biolumi-
nescence.

For studying the chemiluminescence in DMSO solution, we examined eight
structural isomers and tautomers in different protonation states at SAC-CI
/D95(d)//CIS/D95(d) plus PCM(DMSO) [130] level [131]. Counter ion (K+)
included in the experimental solution was explicitly included in the QM calcu-
lations. First, we could exclude the neutral forms, keto-s-trans and enol-s-trans,
from the candidates for the chemiluminescence emitter, since calculated emission
energies were much higher than the observed value [131]. Second, we could also
exclude cis isomers, since relative energies were higher than the corresponding
trans isomers [131]. Figure 4-12 shows the fluorescence energies of keto-s-trans,
enol-s-trans(-1), enol-s-trans(-1)′, and enol-s-trans(-2) forms calculated by the SAC-
CI method. Regarding the keto form, the calculated emission energy for keto-s-
trans(-1) was 2.10 eV, which agrees reasonably well with the experimental value
of 1.97 eV. Thus, keto-s-trans(-1) was confirmed as the red emitter in the chemi-
luminescence. For the enol form under strongly basic conditions, the calculated
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Figure 4-12. Structural of OxyLH2 tautomers in different protonation states. Ef (theo.) and Ef (exp.)
denote theoretical and experimental emission energies in eV unit, respectively. �E(theo.) denotes relative
energy in kcal/mol unit. Keto-s-trans(-1) form was taken as the reference

emission energies of the three candidates, enol-s-trans(-1), enol-s-trans(-1)′, and
enol-s-trans(-2), were 2.31, 2.20, and 2.17 eV, respectively [131]. Since all of
these values were close to the experimental emission energy of 2.20 eV, we next
examined the relative stability of these enol forms in the excited states. The total
energy was sum of the energies of potassium-OxyLH2 complex and tert-BuO [131].
Since enol-s-trans(-2) was the most stable of the three candidates as shown in
Figure 4-12, enol-s-trans(-2) was ascribed to the yellow-green chemiluminescence
emitter.

For the bioluminescence, we constructed computational models of OxyLH2–
Luc binding complexes using X-ray structure of Luc [132] and a working model
proposed by experimental studies [133–135]. These structures were relaxed by
performing molecular dynamics, molecular mechanics (MM), and then ab initio
CIS (configuration-interaction singles) calculations. In CIS optimization, most of
the surrounding residues were treated by quantum mechanics (QM). The 6-31G∗

[47, 48] sets were used for OxyLH2 and phosphate-group in AMP. The 6-31G
sets were used for the others. In the SAC-CI calculations, OxyLH2, the phosphate,
Arg218, and His245 were treated by QM. The D95(d) [36] and 6-31G basis sets
were used for OxyLH2 and the others, respectively. In both CIS and SAC-CI
calculations, electrostatic effect from the other residues was described by the point
charges.

In Luc environment, we obtained two representative structures, models A-a and
A-b. These two gave the emission energies of 2.33 and 2.08 eV, respectively, as
shown in “Calc. III” in Table 4-5. Since these values were close to the exper-
iment (2.23 eV) [128, 129], keto-OxyLH2 in the anionic form (keto-s-trans(-1) in
Figure 4-12 (a)) was confirmed to be the yellow-green emitter in Luc environment.
The character of the excited state is one-electron transition from HOMO(�) to
LUMO(�∗), and these orbitals are clearly localized within OxyLH2.

Next, the possibility of the enol forms was considered. We performed the SAC-
CI calculations for enol-s-trans(-1) and enol-s-trans(-2) forms inside Luc. In the
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Table 4-5. Emission (fluorescence) energies of OxyLH2 in the keto-s-trans(-1) form
in the gas phase and protein environment

Calc. Environment QM region Geoma Emission energy/eV

SAC-CI Exptl.

I OxyLH2 Gas 1�97

II in Gas phase OxyLH2 A-a 1�73

A-b 1�58

III in Protein OxyLH2 + ARG218 A-a 2�33 2.23b

+HIS245 +Phosphate A-b 2�08

a “Gas” denotes geometry optimized in the gas phase. For structures “A-a” and “A-b”,
see text; b Bioluminescence emission maxima for Photinus pyralis wild-type at pH
8.6 [128].

enol-s-trans(-2) structure, the enol group was deprotonated, and the proton was
transferred to the phosphate group. The fluorescence energy and energy profile
are shown in Figure 4-13(a), together with the optimized structures. The SAC-CI
fluorescence energies (data in the parentheses) of keto-s-trans(-1), enol-s-trans(-1),
and enol-s-trans(-2) in Luc were 2.33, 2.29, and 2.21 eV, respectively. All of them
are close to the experimental value (2.23 eV). However, potential energies of the
first excited state of the enol-s-trans(-1) and enol-s-trans(-2) structures are by 19.8
and 34.2 kcal/mol higher than that of the keto-s-trans(-1) structure, respectively.
These energy differences are large enough to conclude that the enol transformation
is energetically unfavorable in the Luc environment.

Protonation state of the O6′ atom in the benzothiazoryl ring also affects the
emission energy [136–138]. We examined another protonation state in which a
proton of Arg218 was transferred to OxyLH2 (Figure 4-11(c)). As shown in
Figure 4-13(b), the calculated fluorescence energy (3.02 eV) was about 0.8 eV
higher than the experimental value. In addition, the total energy evaluated at
the CIS/6-31G∗ level was 20.2 kcal/mol higher than that of the keto-s-trans(-1)
system.

We analyzed the origin of the blue-shift by comparing several SAC-CI calcu-
lations using different computational models (Table 4-5). The reference gas-
phase calculation (Calc. I) gave emission energy of 1.97 eV. In Calc. II, all of
the surrounding molecules and the charges were removed from the Calc. III.
Difference between Calc. II and Calc. I gives the chromophore structural effect.
The fluorescence energies obtained were 1.73 and 1.58 eV for models A-a and
A-b, respectively. The structural constraint in the protein environment actually
causes red-shifts of 0.24 and 0.39 eV in the fluorescence, respectively. Comparison
between Calc. III and Calc. II corresponds to the environmental effect caused
by the coulombic interaction between OxyLH2 and the surroundings. This effect
leads to a marked blue-shift in fluorescence energy of 0.60 and 0.50 eV in
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Figure 4-13. (a) Comparison of the potential energy and emission energy (in parenthesis) of the keto
and enol forms in the Luc environment, (b) Comparison of the potential energy and emission energy (in
parenthesis) of the two protonation states

models A-a and A-b, respectively. A further analysis showed that the blue shift
is mainly due to the interactions with Arg218 and phosphate group of AMP.
Therefore, we concluded that the emission color of the keto-form remarkably
shifts to yellow-green due to the coulombic interaction between OxyLH2 and Luc
environment.
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4.9. SUMMARY

An overview of the SAC-CI applications to photobiology and biospectroscopy
was presented in this account. The most important point in these successful
applications would be the accuracy of the SAC-CI theory and computations. A
typical example was seen in the retinal proteins. The TD-B3LYP works very
nicely for two proteins but gave an error of 0.4 eV in one protein, indicating the
method is not systematically applicable to unknown retinal proteins. In Figure 4-14,
the SAC-CI results (with DZP basis sets at least) were compared to the experi-
mental data. The molecules included were nucleoside, green fluorescent proteins,
retinal protonated Schiff base, and oxyluciferins. The excited states calculated
were one-electron � − �∗, n-�∗, � − ∗ excited states including exciton and
intramolecular charge-transfer states. The root mean square (rms) error was 0.09 eV
(2.08 kcal/mol) among 26 states. For the chlorophylls in the photosynthetic reaction
center and the bilins in phytochrome, the SAC-CI/DZ basis level gave an rms
error of 0.13 eV among 26 states. These results indicate the accuracy and reliability

Figure 4-14. Comparison of the SAC-CI and experimental results in some photobiological and biospec-
troscopic applications
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of the excitation/emission energies calculated by the SAC-CI method. For this
reason, reliable conclusions could be deduced for spectroscopy, structural identi-
fications, interpretation of the photo-absorption/emission color-tuning mechanisms
in photobiology.
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